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Figure 1: (a) The input sketch in our system. (b) The generated normal map. (c) The normal map with Phong illumination. (d)
Render the normal map with dimple shader. (e) Rendering with reflexion lines.
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1 INTRODUCTION
Normal maps are of great importance for many 2D graphics appli-
cations such as surface editing, re-lighting, texture mapping and
2D shading etc. Automatically inferring normal map is highly desir-
able for graphics designers. Many researchers have investigated the
inference of normal map from intuitive and flexiable line drawing
based on traditional geometric methods or deep networks while
our proposed method shows more robustness and provides more
plausible results.

We present a normal map generating system, using the sketch
as input to produce a normal map. We treat the sketch-to-normal
map generation problem as an image translation problem, utilizing
a conditional GAN-based framework to “translate” a sketch image
into a normal map image. Since there are ambiguities in the sketch-
normal pairs, our system incorporates the user interactivity as the
additional guidance in generating normal map according to the
design. Users of our system can choose to add point normal to
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reduce the ambiguity of sketch and enlarge the design choices of
the normal maps.

2 METHOD AND IMPLEMENTATION
We adapt our discriminatorD and generatorG from those in pix2pix
[3]. Using the conditional Wasserstein GAN (WGAN), the objective
function for D can be interpreted as identifying pixel-wise “real-
ness”. G here can treat the input as a guidance for generating a
sample, which gives more information than a random noise. We
use a mixed loss function here as:

L = LWGAN + λL1LL1 + λmaskLmask . (1)
Similar to ideepcolor [4], our system enables users directly assign

point normals to specific locations in the input sketch. The selected
point has the normal information (assigned RGB color) and the
value of the corresponding location in the binary mask is set to one.
In Eq. (2), we first differentiate the generated image and real image
using L1 norm, then pixel-wisely product (noted as ⊙) the residual
image with input mask, and finally get the average of the result
with respect to the number of input pixels.

Lmask =
1∑
Mask

E[∥Real −Generated ∥1 ⊙ Mask]. (2)

To pass more sketch information to the normal map, we incor-
porate the U-Net architecture in generator G. In order to get the
corresponding sketch image and normal map, we propose to use
a non-photorealistic rendering method [1] to generate suggestive
contours as sketches in our system. To simulate the user additional
input, we adopt the method in ideepcolor [4]. For each image, we
use a geometric distribution to generate the number of input points.
Each point location is sampled from a 2D Gaussian distribution of
the normal map area (the color is not white).

3 EXPERIMENTS AND RESULTS
The main reference work for comparison in the experiments is
pix2pix[3]. The qualitative results are illustrated in Fig. 2. We also
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Figure 2: Different categories of results generated with our method. The loss images are visualized (in black) based on pixel-
wise angualr loss value comparing to the ground truth, the corresponding inputs are illustrated above the loss map.
compare the results in a quantitative way: Measuring the difference
between the result and the ground truth in manners of L1 distance,
L2 distance and angular difference. The comparison details are
presented in Table 1, and we also visualize the loss in Fig. 2.

Our method uses Wasserstein distance instead of the original
GAN loss, enabling better results than pix2pix [3]. The WGAN
setting can prevent gradient vanishing effectively, giving reliable
gradient information to update the generator G. For the method
WGAN-GP, there is no batch normalization in the implementation,
which adds the instability in the training process.

Table 1: Different methods comparison. WGAN-GP is the
same settings as our method except the basic GAN loss is
the Wasserstein GAN loss with gradient penalty [2].

Loss Type pix2pix WGAN-GP Ours
Angular 436.076 281.978 194.043

L1 3190.279 2174.009 1433.284
L2 611.189 304.980 102.521

In Table 1, we can see that our method outperforms the other
two, showing significant lower loss values. Converting to degree
value, our method achieves loss at pixel-wised maximum 24◦ and
0.17◦ on average. In Fig. 2, we show different results generated with
our method. To further test the system, we use several hand drawn
sketches to test the system, and the results are shown in Fig. 3. For
completely new sketches, our system can provide plausible results.

4 CONCLUSION
In this paper, we introduce a novel method inferring normal maps
from sketches with the conditional WGAN and user guidance. Our
method shows superb performances than the previous approaches
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Figure 3: Test of hand drawn sketches in our system. Our sys-
tem can infer reasonable normal maps with complete new
sketch inputs.
in both qualitative and quantitative way. Moverover, we rendered
the normal maps under various shaders demonstrated in Fig. 1.
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