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SceneDirector: Interactive Scene Synthesis
by Simultaneously Editing

Multiple Objects in Real-Time
Shao-Kui Zhang, Hou Tam, Yike Li, Ke-Xin Ren, Hongbo Fu, Song-Hai Zhang, Member, IEEE

Abstract—Intelligent tools for creating synthetic scenes have been developed significantly in recent years. Existing techniques on
interactive scene synthesis only incorporate a single object at every interaction, i.e., crafting a scene through a sequence of
single-object insertions with user preferences. These techniques suggest objects by considering existent objects in the scene instead
of fully picturing the eventual result, which is inherently problematic since the sets of objects to be inserted are seldom fixed during
interactive processes. In this paper, we introduce SceneDirector, a novel interactive scene synthesis tool to help users quickly picture
various potential synthesis results by simultaneously editing groups of objects. Specifically, groups of objects are rearranged in
real-time with respect to a position of an object specified by a mouse cursor or gesture, i.e., a movement of a single object would
trigger the rearrangement of the existing object group, the insertions of potentially appropriate objects, and the removal of redundant
objects. To achieve this, we first propose an idea of coherent group set which expresses various concepts of layout strategies.
Subsequently, we present layout attributes, where users can adjust how objects are arranged by tuning the weights of the attributes.
Thus, our method gives users intuitive control of both how to arrange groups of objects and where to place them. Through extensive
experiments and two applications, we demonstrate the potentiality of our framework and how it enables concurrently effective and
efficient interactions of editing groups of objects.

Index Terms—3D Scene Synthesis, 3D Scene Editing, Interactive 3D Modeling.

F

1 INTRODUCTION

3D scene synthesis benefits various applications, includ-
ing metaverse [1], virtual reality [2] [3], computer vision

[4], interior designs [5], etc. Many attempts (e.g., [6], [7], [8],
[9]) have been made to synthesize 3D scenes automatically.
However, as verified in [10] and [11], automatic layout gen-
erations often do not guarantee users’ preferences. Typical
interior designers usually have to listen to their customers
and manually craft scenes according to the needs of cus-
tomers while following interior rules [12] [13] [14]. Thus,
an intelligent interactive tool is more practical and has also
been investigated in recent years.

To allow interactive control of scene synthesis, existing
literature considers “objects” as the targets of manipulation
[10] [15] [16] [11] [17], i.e., as the control units, objects
are successively inserted into scenes. While the users take
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full control of the synthesis process, these techniques do
not offer quick overviews of synthesized results during
the synthesis process. For example, a user might add sev-
eral objects in the beginning. However, halfway through
the synthesis, she/he finds that some objects are function-
ally/aesthetically/stylistically unsuitable, thus consuming
more time due to a longer interactive session. Thus, in
practice, existing interactive solutions still leave blanks in
foreseeing variations on desired scenes and have gaps in
simultaneously manipulating multiple objects.

To address these issues, we present SceneDirector, which
provides a novel tool for interactive scene synthesis by
simultaneously editing multiple objects, which we call “con-
trolled objects”, including a selected object and its related
objects in the scene (e.g., the objects in the green boxes in
Figure 1). With our tool, when a user changes a position
of a single object, our method automatically rearranges
the rest of the related objects, as shown in Figure 1. This
is achieved by considering the concepts of layouts, which
consist of style-compatible sets of objects, express strategies
of arranging objects, and respond to human affordance [14]
[18] [13] [12].

However, layout concepts are sophisticated [14] [18] [13]
[12], especially when we want to acquire a specific one
and explicitly apply it under various contexts. Thus, we try
to express layout concepts through a data-driven process.
Instead of preparing a large amount of data and training
unified models such as [9], [19] and [6], we treat groups
of objects with a consistent style and functions as a unique
set, which we name Coherent Group Set (CGS). A CGS is
created by a designer considering a specified concept of a
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The Generated Scene and Alternative Scenes

Cursor Movement

Cursor Click

Fig. 1: We present SceneDirector for interactively synthesizing 3D indoor scenes by simultaneously editing multiple objects
based on cursor movements and clicks (Left). Given a cursor movement at any moment, our framework automatically
inserts, removes, translates, and rotates a group of objects (in green boxes) plausibly into a new scene in real-time, w.r.t.
the cursor’s current position (Middle). Mouse click would end an iteration, thus directly achieving a layout of a group of
objects. After a few iterations, a plausible 3D indoor scene is synthesized while alternative results are available depending
on user preferences (Right).

style and functions, as shown in Figure 2, e.g., a luxury
style with a double bed set. A layout concept can thus be
expressed by a CGS. Figure 4 shows an example of a CGS,
which contains 14 object groups. One of our contributions
is to mathematically formulate a layout concept given a
CGS design. The more groups in a CGS, the clearer the
description of the corresponding concept. To support the
CGS, existing datasets are insufficient due to their low
densities of objects relative to layouts, so we also contribute
a 3D scene dataset. Each CGS has more than 10 coherent
groups to express its concept.

Additionally, we present layout attributes adjustable to
the learned concepts. For example, a concept could derive a
3D scene requiring one or two walls surrounding it, while
it could also derive a 3D scene as compact as possible,
given the same location and room shape. User-specified
weights of the layout attributes resolve such ambiguities.
For example, a user can strongly demand a scene to be syn-
thesized without a dependent wall by reducing the attribute
“dependency” (e.g., the top row in Figure 3). He/she could
also increase the attribute “space utilization” to compact the
scene (e.g., the bottom row in Figure 3). Subsequently, our
method gives convenient control over multiple objects while
it enables the exploration of various layouts through tuning
attributes.

The evaluation shows that our work significantly re-
duces the interaction time in various aspects, e.g., searching
or transforming objects. We also conduct a usability study to
evaluate how users feel more comfortable interacting with
our system compared to the existing solutions [20] [21] [10].
We also conduct a user study to quantitatively demonstrate
a higher plausibility and aesthetics of the resulting scenes of
our method than the scenes by the existing solutions. Finally,
we present two fully implemented applications based on
cursor movements and gestures in VR to show the poten-
tiality of the proposed technique.

This paper makes the following contributions1:
• We present a new technique for interactively editing

multiple objects concurrently in 3D scenes, using min-
imum inputs such as cursor movements on a desktop
environment or hand gestures in VR.

1. Code and dataset are publicly available at:
https://github.com/Shao-Kui/3DScenePlatform#scenedirector.

• We quantify the attributes of layouts. Users can easily
change how layouts are generated under different con-
texts by continuously adjusting the attributes.

• We propose the idea of “coherent group set”, which
helps restore layout concepts as much as possible. To
achieve this, a dataset and an annotation platform are
also presented.

2 RELATED WORKS

Automatic 3D scene synthesis focuses on the generation
of entire layouts. Data-driven techniques range from math-
ematical formulations of interior rules [6] [23] to neural
networks [9] [24]. They fit a series of models to examples
in scene datasets and use the fitted or learned models to
derive new layouts. For example, [6], [8], [25], [26], [27] and
[28] formulate a set of models and optionally fit them with
datasets of scenes if being data-driven and then synthesize
scenes based on MCMC. [9], [19], [24], [29] and [30] directly
yield 3D scenes by feeding random numbers or top views
into neural networks. [23] and [31] propose synthesizing
scenes based on objects and rooms’ geometries. Although
our method could be automated, we focus on developing
an interactive system since desired scenes are not unique
and often need user inputs to guide the synthesis process.
Additionally, compared with data-driven approaches, our
method expresses a concept with a very coherent set of
object groups with functional and aesthetic compatibility
instead of learning unified models.

Various scene synthesis techniques have been proposed
to generate layouts by considering additional inputs. For
example, He et al. [32] propose to generate 3D scenes by
considering real-world blocks. Hand-drawn sketches have
been utilized for deriving scenes [33]. The techniques in [34]
and [35] interpret texts into scene graphs for generating
scenes. RGB-D scans [36] [37] [38] or RGB images [39]
have also been used for the physical and visual guidance
of scene synthesis. Xiong et al. [40] propose to transfer
reference layouts to 3D scenes with motion plans of objects,
and the technique by Fisher et al. [7] synthesizes scenes
with learned models and given example scenes. We propose
using attribute weights as an additional input, which allows
users to tune weights to adjust 3D scenes with respect to the
concepts.
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A luxury style with a double bed set.

A wabi-sabi style with a coffee table set.

A Western Pastoral style with a dining table set.

Fig. 2: Three examples of CGSs with different styles and functions. Each image shows a coherent group of objects. Each row
refers to a CGS. All the coherent groups in a CGS share the same pool of objects (e.g., the same double bed and wardrobe).

Layout 
Generation

Simultaneous Object Group 
Editing using Mouse Cursor

Next 
Iteration

Fig. 3: The pipeline of our method. After a user changes the weights of the attributes, the strategy for object rearrangement
changes accordingly. For example, the top row tries arranging objects as privately as possible (Blue in the attribute weight
diagram). In contrast, the bottom row tries to arrange them as transparently as possible (Purple in the diagram). This entire
process is considered a single interaction and is executed twice or more for exploration towards a final scene.

Fig. 4: A typical example of coherent group set with the gentle light style. All groups share the same object pool, which
contains all alternative objects to express the concepts of layouts. Depending on contexts such as positions suggested by
users and constraints such as attributes and room shapes, a concept could derive an open-plan layout (in orange boxes), a
parallel layout (in blue boxes), or a semi-enclosed layout (in green boxes) [22]. The set is crafted by using very few objects
within a pool of objects. In this paper, all the CGSs are crafted by professional interior designers to fully exploit our method.

Interactive 3D scene synthesis is our paper’s primary fo-
cus, and this topic has not been explored extensively. Savva
et al. [16] present a tool for enabling object selections given
mouse clicks. Some frameworks suggest detailed and small
objects to enrich existing scenes [10] [15] [11]. [41] generates
a series of scenes and gives users choices on them, thus
conversely optimizing scenes presented to users. [42] gen-
erates scenes given user-specified constraints and examples.
Some works investigate passive interactions [43] [44], where
layouts are optimized to make workspaces more efficient
given subject behaviours. Nevertheless, existing literature

focuses on interactions incorporating only a single object
each time instead of a group of objects. To our knowledge,
we are the first to investigate the simultaneous editing of
multiple objects.

3 METHODOLOGY

As discussed in Section 1, a CGS-based dataset consists
of various CGSs. Each CGS consists of a set of “groups”, and
each “group” has several objects. Each object has its index
to a CAD model and its transformations in a 3D world.
So a CGS is decided by both the object instances and the
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(a) (b)

Fig. 5: In the same CGS, users can select different dominant
objects (in the purple box) to control. (a) A dominant object
can be a coffee table, and a user places it near the center
of the room, thus generating objects surrounding it. (b) The
user can also select a sofa as a dominant object, and the user
places it near a wall.

layout of these objects. In the same CGS, different groups
share the same objects. For example, a nightstand can be
used in a group with a dressing table or another group
with a wardrobe. We will incorporate a CGS expressing
the style and functions for synthesizing each scene. In
other words, after fixing a CGS, our method synthesizes
scenes concerning the CGS’s groups and objects (with their
transformations). This section discusses the methodology of
expressing how objects are arranged leveraging CGSs. In
Section 4, we will introduce how we create a CGS-based
dataset.

We first introduce the online phase of our method.
Figure 1 shows an example of interactive scene synthesis
with SceneDirector. A user first selects an existing object
or inserts an object into the scene. When she/he sug-
gests a single movement of the selected object using the
mouse cursor, multiple objects related to the selected one
are simultaneously rearranged or inserted into the scene
(Section 3.1). She/he can also specify different weights of
the layout attributes so that objects are arranged further
according to the user preference, as shown in Figure 3. Our
current implementation considers the following attributes:
area, number of objects, richness, utilization, dependency,
and smoothness (Section 3.2). Overall, the process above
is considered a single interactive session. Subsequently, in
the offline phase, we multiplex each CGS and extract its
attributes to restore the designer’s concept of creating this
CGS.

3.1 Coherent Group Set

A coherent group set is a set of groups S = {Gi|i ∈
[1, N ]}. Each group Gi has a finite number of objects, where
groups of the same set S all hold the same and unique
dominant object (e.g., the double bed in Figure 4), typically
the object to interact with w.r.t. mouse cursor movements
or hand gestures. Subsequently, other objects would be
adjusted according to the CGS. The unique dominant object
in S is leading others, and each Gi is constructed according
to its transformations and styles.

A dominant object is selected by a user when interac-
tively synthesizing scenes. Our method does not restrict
selections of dominant objects, i.e., any object can be selected

as a dominant object. For example, a user can select a coffee
table or a sofa as a dominant object, as shown in Figure 5.
When a user selects a dominant object such as a double bed,
other objects, such as wardrobes, ottomans, nightstands,
etc., are transformed w.r.t. the dominant object. For each
interactive session, a user can only select one dominant
object.

Each object in Gi has an index to a particular object
instance, such as a CAD model. It also has a relative
transformation w.r.t. the dominant object. Figure 4 shows an
original CGS designed by a professional interior designer,
in which the dominant object is the double bed.

As illustrated in Figure 1, our system calculates optimal
coherent groups Gt in real-time to the movements of casted
locations ~x and the room shape R. Specifically, this problem
is formulated in Equation 1, such that two more conditions
are satisfied as shown in Equation 2:

Gt = argmax ~ηT gi(~x,R,G
t−1), (1)

3

{
Gi ∈ S ∪ S ′

d(~x,R) ≥ D(Gi),
(2)

where Gt is a potential group of controlled objects to be
synthesized, Gt−1 is the currently calculated group before
the cursor movement, and the position ~x could be a location
casted by the mouse cursor or a hand gesture (Section 4).
gi(~x,R,G

t−1) returns the attributes of a coherent group Gi,
and ~η contains the user-adjustable weights of the attributes.
Some attributes, such as area and space utilization are
proprietary values of Gi, while others require a context, e.g.,
R.

Each gi(·) corresponds to a Gi ∈ S ∪ S ′, where S ′ is
obtained by expanding S in size, i.e., the number of object
groups. So S and S ′ are both sets of object groups. Since
too few instances in S are insufficient to express a layout
concept, we multiplex S as far as possible by creating more
variations of object groups in S . First, we take the power set
{G′ ∪ {odomi }|G′ ⊆ (Gi \ {odomi })} \ {∅} for each Gi, where
odomi denotes the user-specified dominant object. Since the
empty set is meaningless, it is removed from the power set.
An interactive session should always contain the dominant
object, so the “\{odomi }” operation guarantees that odomi is
not included in the power set operation and odomi is added
to all generated subsets. An example is to remove a sofa in
a coffee table set layout of S and add this new layout to S ′.
Second, for each G′ in the power set, we further derive three
groups by flipping it vertically, horizontally, and diagonally,
e.g., swapping the left and right objects. Since for a large
Gi, taking its power set could have excessive calculation
pressure, we sample M (M = 75 in our implementation) G′

to prevent S ′ from being too large. We will further discuss
the impact of M in Section 6.

The d(~x,R) ≥ D(Gi) is a rigid requirement since we
never want furniture to be outside or embedded into walls.
d(·) and D(·) respectively return the derived space w.r.t.
~x and Gi. The illustration of derived spaces is given in
Figure 6, where four additional values are calculated for Gi:
“anchor” µa, “left” µl, “right” µr, and “depth” µd. These
four values are computed as the shortest distance values
from the dominant object to the corresponding four edges
of the boundary. Specifically, µa is the distance from the
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Fig. 6: Illustration of derived spaces. A derived space (blue
dotted lines) of a coherent groupGi is defined by the anchor,
left, right, and depth (purple arrows) w.r.t the dominant
object (blue circle). The distance between the nearest bound-
ary to the dominant object creates the anchor. A derived
space (green solid lines) of ~x and R is conducted by further
expandingD(Gi) so that a larger square is fitted to the room
shape.

dominant object to the nearest boundary. µd refers to the
distance from the boundary opposite the nearest one to the
dominant object. µl and µr are, respectively, the left-side
and right-side expanded distance w.r.t. µa. For Gi, we aim
to find a minimal rectangle tightly wrapping the objects in
Gi. For ~x, we aim to find a maximal rectangle tightly fitting
the room shape R. Therefore, this condition requires that
(µa, µl, µr, µd) are all smaller than d(~x,R).

A tiny collision may destructively influence results be-
cause the results of 3D scene synthesis are subjective to
humans. To avoid collisions, we consider object-object de-
tection and object-door/window detection. Each object is
decomposed into a set of constituent components, e.g., desk-
top and desk legs. Any component of an object intersecting
with a component of another object is considered a collision.
Windows and doors are considered as single components
that are cuboids elevated in the normal direction of their
depending walls. If a collision occurs between o′ ∈ Gi and
an existing entity in the scene, Gi will remove o as Gi \{o′}.

After calculating Gt, the layout of objects at t − 1 time
is re-organized accordingly, which could be messy since
objects might drastically move together, thus reducing the
visual experience. We then formulate how we re-organize
objects from Gt−1 to Gt. Assuming a set containing all
objects is Õ = {oi = (xi, yi, zi, ui, γi)}, the set containing
the actual objects being placed to 3D scenes.

The tuple (xi, yi, zi) stands for the current position of oi
relative to the dominant object in 3D space, and the variable
ui stands for whether oi is already used in the scene. γi
refers to a specific instance, e.g., a pink chair demanded
by Gt. Assuming the target coherent group generated by
a layout concept is Gt = {o′j = (x′j , y

′
j , z
′
j , γj)}, where

each target object o′j will be selected from Õ. The tuple
(x′j , y

′
j , z
′
j) stands for the target position of o′j in the next

transient movement. Thus, the problem is selecting a subset
Ô ⊂ Õ, so that the re-organization from Gt−1 to Gt is tidy.
The re-organization process is formulated in algorithm 1.

(a) Multi-Person Surround. (b) Small Enclosure.

(c) Private Enclosure. (d) Transparency.

Fig. 7: Four example scenes with the grey modern style for
illustrating layout attributes.

This algorithm is executed once for each transient time, so
the positions of objects in O˜ constantly change.

ALGORITHM 1: Finding the appropriate objects set for
the next generated layout Gt.

Input: Entire object set Õ and target layout Gt.
Output: An optimal subset Ô ⊂ Õ with the overall

minimal moving distances of objects.
1 for Each object oi ∈ Õ do
2 ui = False;

3 Ô = ∅ ;
4 for Each o′j ∈ Gt do
5 D =∞ ;
6 for Each oi ∈ Õ do
7 if not ui and γi == γj then
8 d = ||(xi, yi, zi)− (x′j , y

′
j , z

′
j)||2;

9 if d ≤ D then
10 I = oi;
11 D = d;

12 Ô = Ô ∪ {I} ;
13 oi = (x′j , y

′
j , z

′
j , T rue) ;

Algorithm 1 follows a greedy approach. The outer loop
iterates through the entire Gt to find a best-matched oi ∈ Õ.
Each oi can be used up to once. If oi is already occupied by
a o′j ∈ Gt, the ui of oi is marked as “true”. The inner loop
iterates through the Õ. The basic idea is to greedily find a
nearest oi ∈ Õ based on the Euclidean distance. After that,
the position (xi, yi, zi) of oi will be set to the target position
(x′j , y

′
j , z
′
j) suggested by Gt. Subsequently, Gt+1 would run

algorithm 1 based on the positions set by Gt. Note that the
proposed coherent group set guarantee that all target objects
o′j ∈ Gt can always find an object from the object set Õ.

3.2 Layout Attributes

3D scenes are complicated [45]. In some cases, attributes
may affect how objects are arranged. They may also con-
tradict each other. Thus, we present a typical usage of
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the attributes based on our observations and give users
the balance control of the trade-offs. All the attributes are
pre-computed before the pipeline described by Equation 1
operates. Note that all attributes are eventually normalized
in [0, 1] to have the same magnitude.

Area. In most cases, we want a coherent group Gi to
be as large as possible to fill a given room. The area of Gi

refers to the area of the derived space ofGi (i.e., dashed blue
rectangles in Figure 6), where the gap spaces among objects
are considered due to aesthetic and affordance. In practice,
this attribute frequently contradicts space utilizationAu(Gi)
(to be introduced soon). For example, the layout in Figure
7a is more compact, but the layout in figure 7b is larger.

Space Utilization. This attribute Au(Gi) describes how
efficiently Gi exploits the given space measured by Aa(Gi).
The space utilization is calculated by the following equation:

Au(Gi) = Ap(P(o1) ∪ ... ∪ P(oN ))/Aa(Gi), oi ∈ Gi (3)

where P(·) projects each object oi ∈ Gi into the ground
using the mesh of oi. By taking the union of each projected
mesh, a polygon is unified, and its area is calculated by
Ap(·). Therefore, Au(Gi) equals the ratio of the unified
polygon to the area expanded by D(Gi). Note that area and
space utilization measure the layout differently. A higher
value of area results in a larger derived space in Figure 6,
while a higher value of space utilization results in smaller
gaps among objects. Both attributes can be considered mea-
suring in a floorplan view, where no perspective views are
involved.

Number of Objects. This attribute An(Gi) = |Gi| − 1
counts the number of objects in group Gi, excluding the
dominant object. This attribute is used with the other at-
tributes. For example, to acquire a compact scene with as
many objects as possible, a user may tune both An(Gi)
and Au(Gi) up. Otherwise, being used individually, this
attribute may not yield the expected results for users.

Richness. This attribute Ar(Gi) measures the potential
functionality of Gi, by counting the number of sub-groups
inside Gi. For example, a double bed with two nightstands
in a bedroom is considered a sub-group, and a dressing table
with an ottoman is another sub-group. Thus, dividing Gi

into sub-groups is equivalent to finding potential relations
in Gi, where the relations can involve three or more objects.
We employ an existing method [31] to determine such
relations.

Dependency. For home decorations, many objects are
designed to be strictly placed against walls, e.g., the cabi-
net in Figure 7b. In contrast, objects such as cabinets and
wardrobes could also be assembled for zoning spaces at the
early stage of the residential design [12], [14], e.g., the scene
in Figure 7c. Thus, formulated in Equation 4, dependency
Ad(Gi) measures how Gi is inclined to require walls to
support it. A higher value ofAd results in “wall supporting”
while a lower value results in “space zoning”. Entries in ~ξ
are either 0 or 1, denoting the dependencies w.r.t. the anchor,
left, right, and depth. Calculating the entry follows the same
rule of calculating D(Gi) for coherent groups. For example,
if a wardrobe is against the left side of a coherent group, the
“anchor” of the wardrobe results in the “left” of the group.
The function φ(·) truncates the distances to 0 or 1, i.e., if the
anchor is sufficiently close to the wall, the dependency is

considered satisfied, and vice versa. ◦ denotes the element-
wise multiplication, where the L1 norm finally sums the
entries of the result vector together. Therefore, we first cal-
culate the differences between the two derived spaces and
truncate them. The corresponding entries are valid as long
as ~ξ denotes those dependencies in some (or all) boundaries
are required.

Ad(Gi, R) = ||φ((d(~x,R)−D(Gi(~x))) ◦ ~ξ)||1. (4)

Smoothness. To interact with coherent groups, we real-
ize that the transition from one Gt to another Gt+1 could
be overdramatic, e.g., objects in Gt are swapped instead of
modifying the transformations of merely one or two objects.
As a result, smoothness is calculated between groups to
measure their differences. As(Gi, Gj) takes in two groups.
We follow the method of Fisher et al. [46], which uses graph
kernels [47] to measure how two scenes are different. For
node kernels, we follow their solutions, but for edge kernels,
groups in CGS may have identical relationships (Enclosure,
Horizontal Support, Vertical Contact, Oblique Contact in
[46]) between objects. The Kronecker delta kernel used in
[46] returns whether the two edges being compared are
tagged with the same contact type. It does not apply in our
cases where objects are distanced, and the distance may vary
due to the size of the room area, e.g., the scenes in Figure 7b
and 7d. Therefore, measurements based on transformations
in the 3D space are required.

We thus modify the method in [46] by exploiting the
relative direction between the dominant and subordinate
objects. Edges are defined between each subordinate object
oi and the dominant object as unit vectors of oi’s relative
direction concerning the dominant object. The kernel be-
tween two edges is the inner product of their unit vectors
and is clamped to 0 if less than 0. This metric shows how
consistent the directions of two subordinate objects are with
the dominant object. The distance is excluded since it might
devalue the similarity metric as the room area goes larger or
smaller. Section C of the supplementary document further
shows an example of calculating smoothness between four
scenes.

4 SYSTEM AND DATASET

In this section, we design a prototype system to show
how we utilize CGS for interactive scene synthesis/editing.
As shown in Figure 8, the UI of our system consists of
three parts. First, in a 3D scene, a user could select a
dominant object and enter the CGS mode. Theoretically, a
dominant object could be any entity. For simplicity, this
paper recognizes entities such as coffee tables or double
beds as dominant objects, typically representing the func-
tionality of coherent groups. Second, it has a panel for
users to tune the weights on layout attributes. Since the
attributes are normalized, the weights are in the range of
[0, 1], where 0 denotes ignoring an attribute, and 1 denotes
fully engaging an attribute. Third, users could select various
CGSs in a search panel, where each CGS stands for a par-
ticular concept and is represented by its final form, a layout
derived from the concept to the greatest extent without any
constraint. In Figure 8, the four presented scenes stand for
four different CGSs with the dominant double bed in the
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Fig. 8: The prototype system with the proposed CGS-based
method. On the left, the attribute panel (in the green box)
allows users to tune the weights of the attributes, and
the search panel (in the blue box) allows users to swap
alternative CGSs (highlighted in the yellow bottom box)
w.r.t. the dominant object (highlighted in purple). On the
right, users can select a dominant object by clicking it. The
double bed moves accordingly with the cursor’s movement,
and the layout is adjusted in real-time.

3D scene. When a user clicks a CGS in that panel, the layout
concept is swapped accordingly, and our method operates
on the newly selected concept.

Figure 9 shows a typical interactive process of our sys-
tem, where a user sets a proper scale of the dominant object
w.r.t. the room and starts to edit multiple objects. Different
layouts are established, given different layout attributes and
casted cursor positions. Clicking the cursor would add the
suggested layout to the scene and end an interaction. A
supplementary video shows more demonstrations of our
system in real-time.

To implement our ideas, we need a CGS dataset. Initially,
we tried 3D-Front [48], which, however, has the following
problems: (1) The usage of dominant objects w.r.t. subor-
dinate objects is over sparse, i.e., the size |S| of each CGS
could be very small for each dominant object, thus being
insufficient for deriving layout concepts2. (2) Layout styles
of 3D-Front are limited, e.g., the four variations in Figure 7
are hard to be derived from 3D-Front. (3) It is also hard to
decompose different object groups from rooms, e.g., a large
bay may contain both a bed set and a coffee table set, but
they need to be closer to separate.

Therefore, we invited 25 professional interior designers
to create more layouts as object groups in CGSs to address
the above issues, leading to a new dataset focusing on
density and layout variations. We use the same system in
Figure 8 for annotating layouts: designers could search,
insert, translate, and rotate objects, as shown in Figure 10.
Designers could also edit room shapes if they are too small
to hold a coherent group. To ensure style compatibility, we
partition CAD models into different categories and require
objects in the same CGS to be from a unique style category.
Figure 11 shows representative samples of the dataset. Due
to our limited budget, the dataset contains 1, 719 layouts. It
will be released to the public and expanded in the future.

To fully show the generalization and more variations of

2. See Section B in the supplementary document for the statistics.

our interactive framework, we also develop a VR-oriented
client to exploit more potentialities of CGS. In immersive
virtual environments, no more mouse clicks or cursor is
available. Instead, we typically use controllers with hand
gestures for interacting with 3D scenes. Existing literature
researching 3D scene interactions in VR based on hand ges-
tures has explored one-to-one gesture-command mapping
with little intelligent response by environments, where each
interaction involves up to a single object [49] [50] [51] [52].
Using the proposed method, we present a natural hand
gesture interaction with multiple objects. In response to
users’ gestures, our system suggests different layouts for a
VR scene in real-time. Figure 12 illustrates how users create
new 3D scenes in VR with our system, where eye-tracking
instead of the cursor detects the dominant object, and the
3D scene is synthesized according to hand gestures instead
of the cursor hovering. More technical details can be found
in Section D of the supplementary document.

The SceneDirector was implemented in Three.js (Web),
Unity (VR) and Flask. Our implementation follows a client-
server environment. Our server runs on a Ryzen 2700x
machine with 16GB of RAM. Our method runs in real-time,
thus being suitable for nearly all modern devices, including
those with integrated graphics cards. For the computing
time, extracting layout attributes and boundaries requires
less than 10 seconds for a CGS with 15 groups and an object
pool capable of deriving up to 10 objects, i.e., a layout with
as many objects as possible.

5 EVALUATION

To evaluate the utility of SceneDirector, we conduct a
user study to measure the system’s efficiency, usability, and
result quality compared with existing industrial approaches.
We recruited 36 subjects to craft indoor scenes using our
system interactively. The invited subjects were composed
of university students from different majors. All subjects
frequently used computers and reported experiences in
using tools for 3D modeling or editing office documents.
Subjects were paid to participate in our user study. More
statistics about the subjects are attached in Section E of the
supplementary document, including the age, gender, major,
etc. Given an empty room, subjects were asked to generate
three satisfied layouts as quickly as possible until they felt
satisfied with the crafted layouts. The three satisfied layouts
by each participant were crafted using the following three
settings.

In Setting Tradition, similar to Kujiale3 and Planner5D4,
the system provides typical industrial solutions for manip-
ulating objects, as shown in Figure 10. Users could search
objects with keywords, sketches [53], or styles. Styles of
objects are manually classified by several professional in-
terior designers, e.g., new Chinese style or grey modern
style. Users could also directly click a frequent keyword
in a recommended list. Users could manipulate (translate,
rotate, and/or scale) objects by a transform controller, a
cursor-based approach that transforms a selected object with
the movement of the cursor, or a form that directly accepts

3. https://b.kujiale.com/
4. https://planner5d.com/
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(a) (b) (c) (d)

Fig. 9: An interactive editing process. The interacted object is highlighted in purple. a) in the beginning, users could rescale
the dominant object and thus rescale the entire CGS. b) when the cursor is close to the corner, the space constraint (see
Equation 1) is hard to satisfy, so a small scene is compromised. c) given sufficient space, the CGS generates a scene as large
as possible. d) a more private scene is presented by changing the attribute weights, e.g., reducing the dependency.

TABLE 1: Time consumptions on Setting Tradition (S1), Setting Clutterpalette (S2), and Setting SceneDirector(S3). Each cell
includes an average time in seconds and a standard deviation. The column “Methods” denotes Clutterpalette [10] for S2
and our method for S3.

Navigating Searching Adding Removing Translating Rotating Rescaling Methods Others Total

S1 24.3 (20.5) 71.6 (99.5) 33.3 (18.2) 0.7 (1.3) 26.3 (20.2) 17.3 (13.7) 6.3 (8.7) 0.0 (0.0) 124.2 (62.8) 309.0 (191.9)
S2 25.5 (21.6) 0.0 (0.0) 6.9 (13.5) 2.2 (3.3) 24.2 (14.6) 15.6 (10.8) 4.4 (5.7) 110.6 (63.6) 93.1 (57.4) 299.0 (152.8)
S3 9.7 (9.0) 14.7 (20.9) 10.4 (6.1) 1.8 (4.7) 11.5 (10.6) 4.7 (5.2) 3.5 (3.8) 32.9 (23.3) 68.1 (43.6) 158.2 (78.8)

(a) Search and Insert. (b) Transform and Submit.

Fig. 10: The system for annotations and user studies. It
supports industrial operations on 3D scenes. a) designers
could search for a style-compatible object and insert it into
the scene. b) the object can be translated, rotated, and re-
scaled through three panels: the blue panel using cursors,
the local coordinate system, and the value setting panel
in the upper left corner. After finishing a coherent group,
she/he could submit it with a CGS name (red box).

values (coordinates), where the object alignment is enabled,
e.g., for object surrounding layout. For adding objects, users
could click a searched result, and the object would follow
the movement of the cursor until object insertion, or they
could duplicate existing objects with a single click. We
generally implement as many ways to manipulate objects
as possible to our best efforts. This is because we cannot
guarantee that all the subjects are familiar with a default
setup or a usual way. Our practice is to let users choose.

In Setting Clutterpalette, the system provides Clutter-
palette [10]. The subjects could alternatively adjust the posi-
tions and orientations of objects. They could also optionally
search and add more objects if they want. Section F of the
supplementary document shows our platform’s implemen-
tation details of Clutterpalette.

In Setting SceneDirector, the system provides the pro-
posed method. The subjects could also adjust, search, and
add objects.

These three settings were randomly assigned to the

participants, with the possible permutations (orders) of the
settings evenly distributed. We randomly assigned each
subject to a scene type, including bedroom, living room,
dining room or living-dining room. We also made sure
that room types are evenly distributed across subjects. Note
that each subject is assigned with the same room type,
shape and size, so the numbers of each room type are the
same for all settings. The subjects were shown several well-
designed layouts crafted by interior designers as a standard
in advance to avoid generating low-quality layouts.

We prepared a manual to guide the participants through
the operations, and each participant was taught how to
use our system to manipulate objects and use the proposed
method. They were free to play with the system until they
were comfortable before conducting the study in different
settings. All the subjects reported being familiar with the
functionalities in less than 15 minutes. During the exper-
iments, the technical staff was available in case of any
technical questions.

5.1 Time Consumption

This section measures how our method saves time con-
sumed by interactive 3D scene synthesis. Table 1 shows the
average time spent on different user interactions, including:
(1) navigating the scene where users adjust views to interact
with scenes from different perspectives. (2) searching objects
where users search favourite objects through keywords,
styles and sketches. (3) adding objects where users drag
searched results into scenes or duplicate objects. (4) remov-
ing objects from scenes. (5) translating objects through the
three control panels. (6) rotating objects. (7) rescaling objects.
(8) Clutterpalette [10] or the proposed method. (9) other
time consumption, including elaborations, considerations,
misoperations, etc., which are not trackable by our system.
We add timers to every unit operation to ensure that our
system correctly records each consumed time, so the system-
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atic errors are negligible. Engineering details of the timers
are included in Section G of the supplementary document.
Note that we still allow participants to use operations from
Setting Tradition to give further preferences to them, and
counting on this time, our method still shows significant
interactive time savings.

Each cell in Table 1 contains an average time (in sec-
onds) and a standard deviation in brackets. According to
Table 1, our method significantly reduces the overall time
required to craft a 3D scene. Note that our method is faster
due to the efficient and intelligent interactive framework
proposed instead of the automation. A Kruskal-Wallis H-
Test shows significant statistical differences in the total time
between Setting Tradition (or Clutterpalette) and Setting
SceneDirector, with the p-values < 0.001. Because our
method directly operates on groups of objects, the typical
routine for searching and adding objects is much less con-
ducted. Similarly, editing multiple objects saves much more
time consumed on operating interactive frameworks than
Clutterpalette [10]. Although most participants wished to
customize their rooms, the time required for transforming
(translating, rotating, and rescaling) objects is still improved
by our method since groups of objects are plausibly ar-
ranged by SceneDirector. Another overwhelmingly conve-
nient feature is it prevents users from “making mistakes”,
simply because humans can not pay attention all the time,
e.g., mis-deleting an object and backtracking this instruction
(Ctrl+Z in our system). As claimed that our method gives
users precognition during the real-time cursor movements
in the scene, it also helps the participants design scenes.
To request fewer objects from our system, we observe that
some users lowered the “#Objects” weight while others
simply manually removed the unwanted objects. Hence, the
removing time of SceneDirector is slightly higher.

We observe that the standard deviation values in Table 1
are relatively large. This is possible because of the following
two reasons. First, the room types randomly assigned to
users were different, and living-dining rooms were more
complicated than the bedrooms in most cases. Therefore, the
subjects assigned with the former typically consumed more
time on thinking and arranging. Second, their background
skills of them also vary. Some subjects reported strong skills
in interacting with the virtual world (e.g., video games), and

(a) Gentle Light. (b) Contrast. (c) Western Pastoral.

(d) Luxury. (e) New Chinese. (f) Minimalism.

Fig. 11: Examples in our dataset. Each example has an
evolutionary chain similar to Figure 4. More details are
shown in Section B of the supplementary document.

(a) (b) (c)

Fig. 12: Interacting with objects using “Force”. Our method
allows mouse-free interactions in VR using hand gestures.
The time axis shows the movement of the hand. More
demonstrations are also shown in the video.

TABLE 2: User Satisfaction.

Measurement Interactive Satisfaction Result Satisfaction

Tradition 3.1 (0.9) 3.7 (0.9)
Clutterpalette 3.6 (0.7) 3.6 (0.8)
SceneDirector 3.9 (0.9) 3.7 (0.9)

some subjects even majored in arts, but others were only
familiar with document editing.

5.2 User Satisfaction
This section measures how satisfied users are with our

system. Table 2 shows user satisfaction statistics with our
method, where each cell includes an average value and a
standard deviation in brackets. Once each subject finished
with all the settings, we asked them to rate their overall
satisfaction with the results. Likert-scale is adopted from
0 “results are inaesthetic and implausible” to 5 “results
are very aesthetic and plausible”. We also asked them to
mark how comfortable and convenient they were during
the entire interaction process. The Likert-scale ranges from
0 “the interaction is annoying and inconvenient” to 5 “the
interaction is delightful and convenient”.

Compared to the industrial solution, our method of
simultaneously editing objects was favored by most of the
participants according to the “interactive satisfaction”, and
a Kruskal-Wallis H-Test also shows a significant difference,
with a p-value of 0.0026. After interviewing the subjects
after their user studies, we found that most enjoyed ex-
ploring and foreseeing potential layouts in real-time. As
for “result satisfaction”, the results of industrial solutions
are considered standard and plausible layouts. Since we
asked the participants to customize plausible scenes until
they were satisfied, the results did not show a big difference.
Our method interactively generates layouts faster than the
existing solutions, while our method keeps the resulting
quality because it gives users more information during
crafting scenes.

5.3 Aesthetic and Plausibility
This section further measures the aesthetics and plau-

sibility of our method. We conducted another user study
to measure the results of our method quantitatively. An-
other 33 participants were invited to evaluate the generated
scenes. The newly recruited participants comprised univer-
sity students, office workers, engineers, designers, etc. They
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TABLE 3: Aesthetic and plausibility. The “Average” row
shows the overall proportion of the four selections. The
“Standard Deviation” row is calculated w.r.t. individual
proportions of subjects.

Measurement Average Standard Deviation

Tradition 0.283 0.083
Clutterpalette 0.284 0.092
SceneDirector 0.342 0.12

Unsure 0.091 0.108

were also paid to participate in the study. More statistics
are attached in Section E of the supplementary document,
including the age, gender, composition, etc. There was no
overlap between this user group and the previous user
group. They were only presented with a series of questions
without being informed about the previous study. Each
question contained three rendered scenes generated from
the three settings. The participants were asked to select a
favored scene from the presented images, or they could
select favoring all of them. For each question, a subject could
select up to one favored scene. The questions were shuffled
for each questionnaire, and the rendered scenes presented
to the subjects in each question were also shuffled. In total,
each subject received 30 questions. A snapshot of the online
questionnaire for this study is shown in the supplementary
document.

Table 3 shows the results with standard deviations. The
average scores are first computed for each participant and
then computed over the participants. The standard devia-
tions are also first computed for each participant and then
computed over them. Since the scenes generated by our
method were favored by nearly one-third of the subjects,
our method generated competitive results compared to the
industrial solution and the method of editing single objects.

5.4 Attribute Tuning

As a method of attributing layouts, we need to evalu-
ate the meaningfulness of the proposed attributes to users
and whether users with different preferences could benefit
from tuning attributes. A meaningful attribute should pro-
vide users with different object arrangements by tuning its
weight, so we aim to acquire the statistics of the various
weights selected by users. We conducted an independent
user study to collect how users select a comfortable setting.
The participants were the same group from Section 5.1. They
were initially informed about the meaning of the six at-
tributes. Subsequently, a technical staff majoring in interior
design controlled the cursor and showed them the synthesis
process of three layouts: a coffee table set, a dining table
set, and a double bed set. During each layout adjustment
w.r.t. the cursor movements, the technical staff constantly
asked questions about the arrangements of objects, e.g., “Do
you want the scene to become larger or more compact?”,
“Do you want the scene to change gradually or variously?”,
etc. Based on the participants’ feedback, the staff iteratively
tuned the weights until they captured a favourite arrange-
ment.

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Weights

0.5

1.0

1.5 Area
#Objects
Richness
Utilization
Dependency
Smoothness

Fig. 13: Distributions of the weights selected by the subjects.

The kernel density estimation of the weights is visu-
alized in Figure 13, where we choose a kernel as (1 −
|(y − y′)/δ|2)/δ for all |y − y′| ≤ δ, where y′ denotes the
original data points. The bandwidth δ is empirically set
as 0.2 since we want to preserve the original distribution
instead of a smooth curve. From the curves, the distributions
of the weights spread across the x-axis, indicating that all
the attributes give rational plays to their roles. For exam-
ple, to enable a private layout, users typically reduce the
weight for dependency. They raised the weight for richness,
while some users still wanted the layout concept to include
fewer objects, thus reducing the weights of #objects. Some
attributes have their own frequently chosen values, such as
0.5 for utilization or 0.8 for the area, which makes sense
since the layout attributes are meaningful to users, e.g., most
users want the layout concept to expand as large as possible.
Hence, they raise the weight of the area.

6 DISCUSSIONS AND LIMITATIONS

The size of CGSs. Our method can generate layouts
according to CGSs, but if a layout strategy does not exist in
any CGS, our method cannot generate a result accordingly.
In other words, if an interactively generated layout meets
the user’s preference, the user will consider the result novel.
In contrast, the result is no longer novel if the preference
is unsatisfied. A more extensive and diverse CGS-based
dataset can provide a larger variety and thus alleviate this
problem. Additionally, our method requires a finite power
set for each original layout in a CGS. Although the original
layouts are guaranteed to be included, this may reduce the
smoothness and need the attribute “smoothness” to alleviate
it.

Breaking Concepts of CGSs. Since each CGS is decided
by its object pool and the layouts of these objects, any
operation affecting the existence or arrangements of the
objects can potentially break the concept contained by the
original CGS. To avoid collisions, we simply remove all
collided objects in CGSs if the newly inserted objects collide
with doors, windows or the objects in the previous groups.
Avoiding the collision makes a scene more valid, but this
could break the strategy of arranging objects, e.g., if the
cabinets are removed in Figure 7c due to a collision w.r.t.
a door, the entire layout will be no longer private. Similarly,
the layout attributes force a CGS to generate layouts accord-
ing to specified weights, which could also break the strategy.
For collisions, a more innovative strategy is to readjust both
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involved entities, possibly requiring expressing relations at
a “group” level, i.e., learning semantics and functionalities
between the former and new groups.

About sequences of editing controlled objects. Each
action edits multiple objects using a CGS. However, if mul-
tiple objects belong to two CGSs instead of a single CGS,
our method may require the user to edit the objects with
two actions. For example, if a CGS contains a TV set and a
cabinet, editing the TV set also results in fixing the cabinet.
However, if the cabinet is in another CGS, we are limited to
fixing the TV set and cabinet using a single action. The user
is thus required to fix them with two interactive sessions. As
discussed above, the collision strategy will prevent the user
from adding new objects, which may introduce even more
sessions. Thus, an improvement may also consider merging
CGSs.

Unwanted object movements. When a user is editing
objects, some of them may behave inconsistently with the
user’s preference. Our method uses the idea of layout
attributes to solve this problem, i.e., the user can control
the movements of objects by tuning the weights of the
attributes. However, through the experiment in Section 5.1,
there are still a few movements requiring users to fine-tune
the layout, which is quantified by the time consumption.
For example, a user may delete or re-transform several
unwanted objects after editing multiple objects. Ideally, an
improvement will further eliminate extra interactions and
focus on mere sequences of editing multiple objects.

7 CONCLUSION AND FUTURE WORKS

We have proposed a method for simultaneously editing
multiple objects with the idea of coherent group set and
layout attributes. Our work is the first interactive scene syn-
thesis system supporting the interactive control of multiple
objects. We hope our work will be inspiring for the follow-
up works.

To express a specific layout concept, although this paper
presents a way to approximate it using 10-20 examples,
examples are never sufficient. We should either create a
larger set of examples or multiplex existing examples more
efficiently and creatively. The former consumes more expen-
diture. The latter is considered a methodological improve-
ment.

Our contribution is to give users easy control of mul-
tiple objects, i.e., giving users quick overviews of various
potential layouts. The user preferences are acceptable in two
forms in our implementation: user-specified positions and
user-specified weights. The former is used for suggesting
where to place a layout, and the latter is used for suggesting
how to put a layout. We have also explored hand gestures as
an alternative to the former. We can adapt existing industrial
solutions or Clutterpalette [10] for objects within the group
to fine-tune the results. In the future, we are interested
in designing more reasonable metrics to give users more
options for selecting groups and exploring more potential
forms of user inputs to strengthen user preferences in scene
synthesis.
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