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DrawingInStyles: Portrait Image Generation and

Editing with Spatially Conditioned StyleGAN
Wanchao Su, Hui Ye, Shu-Yu Chen, Lin Gao, and Hongbo Fu*

Abstract—The research topic of sketch-to-portrait generation has witnessed a boost of progress with deep learning techniques. The
recently proposed StyleGAN architectures achieve state-of-the-art generation ability but the original StyleGAN is not friendly for
sketch-based creation due to its unconditional generation nature. To address this issue, we propose a direct conditioning strategy to
better preserve the spatial information under the StyleGAN framework. Specifically, we introduce Spatially Conditioned StyleGAN
(SC-StyleGAN for short), which explicitly injects spatial constraints to the original StyleGAN generation process. We explore two input
modalities, sketches and semantic maps, which together allow users to express desired generation results more precisely and easily.
Based on SC-StyleGAN, we present DrawingInStyles, a novel drawing interface for non-professional users to easily produce
high-quality, photo-realistic face images with precise control, either from scratch or editing existing ones. Qualitative and quantitative
evaluations show the superior generation ability of our method to existing and alternative solutions. The usability and expressiveness of
our system are confirmed by a user study.

Index Terms—Sketch-based Portrait Generation, Suggestive Interfaces, Data-driven Approaches, StyleGAN, Conditional Generation.
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1 INTRODUCTION

MAGE generation has been a hot research topic and has

drawn much attention in both the computer graphics
and the computer vision communities, especially due to the
advance of deep learning techniques. Remarkable progress
emerges for image generation solutions based on deep
learning (e.g., generative adversarial networks (GANSs) [1]),
in terms of generation resolution [2], subject categories [3],
training data sparsity [4], etc. Among various contents in the
image generation tasks, the human portrait is a preferably
studied subject due to its great need in various applications.
Creating human portraits from sketches is a widely adopted
solution for designers. Image-to-image translation frame-
works (e.g., [5], [6]) are commonly adopted for converting
sketches to images due to impressive generation ability as
well as precise controllability over the generated results.

The recent StyleGAN frameworks [2], [7] achieve state-
of-the-art generation performance for, in particular, por-
trait images. The StyleGAN synthesis network generate
images with latent style vectors. Different spatial resolution
(42 — 10242) layers take the style vectors to control different
visual attributes: from high-level attributes (e.g., pose, face
shape, etc.), smaller-scale facial features (e.g., hairstyle, eyes
open/closed), to the coloring scheme and micro-structure.
Despite the superior performance of StyleGAN, it suffers
from a severe drawback when applied to a portrait creation
scenario: due to its unsupervised training mechanism, Style-
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GAN is not suitable for the spatially conditioned generation
setting. Several works (e.g., [8], [9]) have attempted to
map an input domain to the StyleGAN latent style space,
achieving the indirect control via the latent space. However,
encoding the condition to the style space loses the spatial in-
formation, and thus cannot guarantee the spatial constraint
to be respected after the generation process.

To utilize StyleGAN’s ability in portrait image genera-
tion, we need to provide a precise control regarding the
spatial conditions. Instead of encoding the spatial condi-
tions into the spatially-oblivious compact style codes, we
propose a more aggressive way that transforms the spatial
conditions directly into the StyleGAN synthesis procedure.
Since an efficient way to preserve the condition information
is to maintain the spatial relationships embedded in the
input, we propose to use a spatial encoding scheme to
transform the information contained in the condition input.
The original StyleGAN produces results by progressively
normalizing randomly initialized spatial feature maps with
the guidance of the corresponding style codes. We propose
to eliminate the gap between the condition-encoded feature
and the intermediate spatial feature maps in the StyleGAN
synthesis procedure and modify the pre-trained StyleGAN
synthesis network as an image-to-image translation archi-
tecture.

To achieve the above goal, we present SC-StyleGAN (Spa-
tially Conditioned StyleGAN ), which consists of a spa-
tial encoding module, a spatial mapping module, and
subsequent pre-trained StyleGAN blocks to translate the
spatial condition information to high-quality, large-sized
(1024 x 1024) portrait images. We encode the input con-
dition to a spatial feature map and then process it with a
mapping module before connecting to the subsequent pre-
trained StyleGAN synthesizing flow. We use the encoded
feature to substitute the original intermediates guided by
the early-stage style codes in StyleGAN. This makes the
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Fig. 1. Our DrawingInStyles system helps users with limited drawing skills to produce high-quality portrait images with diversified geometry and
appearance (best viewed with zoom in) from scratch. Our data-driven suggestive interface assists users in interactive refinement of sketches and
semantic maps (Bottom), which provide precise conditions for subsequent image synthesis. Our method also supports high-quality portrait image
editing (e.g., from (d) to (e): changing the hairstyle, making a smiling face; from (a) to (c): wearing glasses) by editing the sketch and/or semantic
map. The minor changes to the input are highlighted in red boxes and zoom-in box. From (b) and (c), it can be seen that the semantic map helps

resolve the ambiguity in the sketch, leading to a more expected result.

input information a spatial constraint in the generation pro-
cess. By training the weights in the encoding and mapping
modules, and fixing the pre-trained weights of the subse-
quent StyleGAN blocks in our SC-StyleGAN, we smoothly
transform the input condition into the intermediate spatial
feature space, thus converting the unconditional StyleGAN
synthesis network to a precise and efficient image-to-image
synthesis module in our system.

The existing sketch-to-image techniques can be classified
into two groups: one requiring accurate sketches as input
(e.g., pix2pixHD [6]) and one allowing rough/incomplete
input (e.g., DeepFaceDrawing [10]). The latter is more
friendly for novices but lacks precise control (see the com-
parison between DeepFaceDrawing and ours in Figure 7).
Our DrawingInStyles falls in the first group and aims to
improve the generation quality (see the comparison between
pix2pixHD and ours in Figure 7). To fill the gap between
these two groups, we propose a suggestive interface, which
helps input rough strokes for retrieving edge-map-like
global face templates for referencing and face components
for explicit refinement.

We observe that using sketches and semantic maps to-
gether allows users to express themselves more precisely.
Based on this key observation and SC-StyleGAN, we present
DrawingInStyles, a novel drawing-based system that allows
non-professional users to create high-quality face images
from sketches and semantic maps, with great ease and
precise control (Figure 1). Our system can be used for
editing portrait images via sketches and/or semantic maps.
Due to the adoption of the StyleGAN architecture, our sys-
tem supports the change of appearance style for generated
results with respect to given reference styles, thus greatly
enhancing result diversity (Figure 1).

We compare our system with existing and alternative
solutions both quantitatively and qualitatively. The evalua-
tions prove that our system produces visually more pleasing
portrait images. The usability of our interface and the ex-
pressiveness of our tool are confirmed by a user study. We
show that our proposed SC-StyleGANconditioning scheme

can be further applied beyond the current facial pre-trained
model, and demonstrate its extension to the LSUN Car and
Church data [11].

2 RELATED WORK

Our work is closely related to the topics of sketch-based
portrait generation, portrait image editing with spatial guid-
ance, and StyleGAN manipulation and conditioning. For
each topic, we discuss only the most related works to ours,
since a comprehensive review on such topics is beyond the
scope of this paper.

2.1 Sketch-based Portrait Generation

Recently, Generative Adversarial Networks (GANSs) [1]
and their variations like conditional-GANSs [12] have been
widely adopted as generative models for image generation
problems. For example, pix2pix proposed by Isola et al. [5]
has become the backbone frameworks for various image-
and-image translation problems. pix2pixHD by [6] improves
the performance of pix2pix and generates higher-resolution
results given condition images. Scribbler by Sangkloy et
al. [13] takes as input sketches and colorizes them under
the guidance of user-specified color strokes. Such meth-
ods and subsequent works (e.g., [6], [14]) directly based
on them generate results in a pixel-wise correspondence
manner, which is similar to our SC-StyleGAN. However,
our SC-StyleGAN generates results with higher quality (see
comparisons in Section 5.2) and supports easy change of
coloring and texture details due to the adoption of Style-
GAN framework. Limited by the pixel-wise correspondence
nature of the above methods, they require input sketches to
be highly similar to the edge maps used for model training
to generate quality results, and thus they are not friendly for
users with little drawing skills. We circumvent this issue by
incorporating a data-driven suggestive drawing interface,
thus allowing users to quickly find template sketches and
update individual face components interactively.
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Several attempts have been made towards generat-
ing images from imperfect sketches. For example, LinesTo-
FacePhoto by Li et al. [15] trains a conditional-GAN em-
bedded with a self-attention module to solve the input
incompleteness issue. Li et al. [16] employ a spatial attention
pooling module to implicitly convert a deformed semantic
boundary to the data flow trained with an edge-aligned
input, to get a realistic face image. Yang et al. [17] process
a freehand sketch via multi-scale dilation operations, which
encode a potential stroke field, and then use a refinement
module to get a predicted complete sketch. Although the
above methods have a better ability in handling imperfect
sketches than pix2pix [5], their ability of handling freehand
sketches and generating quality is still limited. DeepFace-
Drawing by Chen et al. [10] achieves the state-of-the-art
performance for the task of generating realistic face images
from rough sketches. The key to their solution is the projec-
tion of an input rough sketch to component-level manifolds
for sketch refinement before the image generation process.
However, the refined sketch is implicitly encoded in this
process and users have to control the generated results
by interactively updating the rough sketch, instead of the
intermediate features, thus losing precise control of final
results. We take a different route from such methods by
separating the sketch refinement and image synthesis proce-
dures: we provide a novel interface for users to interactively
and explicitly refine an input sketch before sending it to the
image generation module. Compared to DeepFaceDrawing’s
implicit all-in-one learning process for sketch correction
and image generation, our method provides more accurate
control and presents higher quality of the generated results
(see comparisons in Figure 7).

In addition, DeepFaceDrawing requires a set of aligned
faces under the same poses for learning the component-level
manifolds and DeepFaceDrawing has been demonstrated for
generating frontal faces only. The current implementation of
DeepFaceDrawing handles side-view face generation poorly,
as shown in Figure 2 in the supplemental material. Extend-
ing DeepFaceDrawing to handle non-frontal face generation
(e.g., by preparing properly sets of training data) is possible
but the lack of precise control will still be an issue.

2.2 Portrait Image Editing with Spatial Guidance

Image editing aims to change certain target regions or at-
tributes of an image according to user inputs while keeping
the rest of the image intact and presenting an overall com-
patible visual appearance. Here we only focus on the deep
learning based image editing works using spatial editing
guidance.

Park et al. [18] propose a spatially-adaptive normal-
ization layer for synthesizing photo-realistic images given
an input semantic layout. Their system supports effective
image editing via changing the semantic map of a target
image. Gu et al. [19], Lee et al. [20], and Zhu et al. [21]
propose systems enabling face-component shape editing via
altering the semantic map of a target face. They also support
the control of the target face’s appearance by providing
encoded features of a reference appearance image with an
associated semantic map and applying them back according
to the original face map. Similar to the above methods,
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our system also enables users to edit the face component
shapes according to the edited semantic map. However, due
to the adoption of StyleGAN in our framework, changing
the appearance of the target image requires only a reference
style code, rather than a face image together with its cor-
responding semantic map. In addition, we propose to use
sketches together with semantic maps, since the former is
more flexible for specifying local geometric details.

Another widely adopted medium for image editing is
the sketch. Sketch-based image editing often employs the
design idea of sketch-guided image inpainting, which fills a
target missing area with the structure provided by an input
sketch while referencing the neighboring known areas in
generating the textures and colors of the missing area to get
the final results. The method of Yang et al. [17] follows this
idea for sketch-based face editing but the control preciseness
and generation quality are limited since their method is de-
signed for tolerating drawing errors. FaceShop by Portenier
et al. [22] and SC-FEGAN by Jo and Park [23] also adopt
the idea of image inpainting and present high-quality face
editing results with simple guiding sketches and colored
strokes within local regions. A similar idea is adopted by
Yu et al. [24] to achieve image completion with mask and
sketch guidance. Although previous works have proposed
various mechanisms to improve the compatibility between
the synthesized and untouched regions, their results might
still exhibit incompatibility artifacts. Another problem is
that since the textures and coloring details of the region
of interest are obtained from the neighboring regions, when
the editing area grows, less referencing information remains,
which further deteriorates the resulting quality. Our method
takes a different path and achieves face editing by directly
modifying the sketch and/or the semantic map derived
from an input image, leaving the coloring and texture de-
tails synthesized by the subsequent StyleGAN layers using
the reference style codes derived from the original image,
thus ensuring the global compatibility as well as the detail
faithfulness.

DeepFaceEditing proposed by Chen et al. [25] separates
the appearance and geometry in a local-to-global manner
and achieves state-of-the-art portrait image editing per-
formance. It provides a unified framework to extract the
geometric representation from both sketches and real im-
ages, and to obtain the appearance from another network.
DeepFaceEditing adopts a cycle-consistent manner in training
the network for synthesizing results from the disentangled
appearance and geometry. Our DrawingInStyles leverages
the novel SC-StyleGAN to encode the geometric infor-
mation from sketches and semantic maps and utilizes the
style codes injected to the subsequent StyleGAN layers in
synthesizing the appearance. Compared to DeepFaceEditing,
our method provides higher-quality generation results with
more variants (e.g. poses, accessories, etc.), as shown in
Figure 8.

Previous methods incorporate multi-modality inputs in
either heterogeneous or homogeneous way. Gu et al. [19],
Lee et al. [20], Zhu et al. [21] and Chen et al. [25] used
multiple input in a heterogeneous way, they extract geome-
try and appearance information from different sources. For
Portenier et al. [22], Jo and Park [23], Yu et al. [24] and our
method adopt a homogeneous way. In these method, inputs
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of various forms provide complementary information of
each other, which lead to a better representation of the
target. We propose to use both sketches and semantic maps
based on the observation that semantic maps are efficient in
defining regions while sketches are suitable for representing
structures.

2.3 StyleGAN Manipulation and Conditioning

The portrait image generation quality has been improved
over the past years, and the recently proposed Style-
GANSs [7], [26] achieve state-of-the-art visual quality. To
utilize the rich semantic information in the latent space and
exploit the superior generation ability, numerous methods
have been developed on top of the StyleGAN architecture
and achieve remarkable progress for various semantic ma-
nipulation. The manipulations are achieved by latent space
analysis [27], [28], utilizing pre-trained classifiers [29], [30],
controlling a 3D morphable model [31], etc. Different from
the above methods for high-level semantic manipulation,
ours applies a more direct spatial control over the generated
results, achieving the pixel-wise conditioning for the Style-
GAN. To achieve semantic manipulation on a given image,
the existing methods (e.g. [29], [31]) invert the image to the
style latent space, and then apply the designed operations
to the inverted latent style codes. Existing inversion meth-
ods can be roughly divided into three categories: directly
optimizing the latent code to minimize the distance to a
reference image [32], [33], mapping an image to a latent code
[8], [34], and the hybrid of the two [35]. The first category of
inversion methods finds style codes in the latent space from
a random or projected starting point, thus requiring further
time and computation for input inversion.

The second category of the above mentioned inver-
sion methods is a promising route to be modified as an
image-to-image translation architecture. Richardson et al.
[8] propose an image-to-image translation framework called
pixel2style2pixel (pSp), which extends an encoder network
from the StyleGAN synthesis module and produces high-
quality image embedding results. They extract the coarse-
to-fine levels of features with a feature pyramid network,
and then channel the extracted features to the StyleGAN
synthesis layers to obtain translated results.

Several attempts have been made to support the Style-
GAN spatial control. Alharbi and Wonka [36] feed multiple
noise codes through individual fully-connected layers to
spatial noise inputs to control specific parts of generated
images. StyleMapGAN by Kim et al. [37] converts the style
codes to spatial feature map in guiding the normalization
process in StyleGAN synthesis. Barbershop by Zhu et al.
[38] presents a novel latent space for different sources and
fuses the source latent codes according to the semantic mask
for image blending. Different from Barbershop, our SC-
StyleGAN encodes a sketch image to a spatial feature map
before directly injecting it to the spatial layer of the Style-
GAN synthesis network, replacing the early stage of the
coarse feature map generation process, to transform a sketch
image to a portrait image. The spatial feature map better
preserves the stroke information than the compact style
code and thus presents better sketch-image corresponding
relations (see a comparison with pSp in Figure 7).

3 METHODOLOGY

In this section, we elaborate the details of the portrait
image generation process. We first introduce the proposed
SC-StyleGAN  architecture (Section 3.1), then present the
objective function (Section 3.2) and finally elaborate the
network training strategy (Section 3.3).

3.1 SC-StyleGAN Architecture

StyleGAN The original StyleGAN synthesis network takes
an 18 x 512 style code to its corresponding 18 input layers
and generates a high-quality image. Its synthesis process
starts from a randomly initialized constant feature map of
spatial resolution 4 x 4 and grows by the factor of 2 with
the upsampling operations, and finally get a 1024 x 1024
resulting image. In the progressive generation process, each
style block takes as input a 1 x 512 style code in the
transformation of the weights, which are associated with the
subsequent convolution operation to control the generation
process. StyleGAN employs this mechanism to control the
generated attributes with the style code inputs. The original
paper of StyleGAN [7] illustrates the effects for coarse
(4% — 82), middle (162 — 322), and fine (642 — 10242) styles,
which correspond to the high-level attributes (e.g., pose, face
shape, etc.), smaller-scale facial features (e.g., hair style, eyes
open/closed), and the coloring scheme and micro-structure,
respectively.

SC-StyleGAN To achieve our conditional generation
goal, we incorporate the sketch and semantic map to de-
termine the spatial attributes, which suit the purposes of
the coarse and middle styles of the original StyleGAN
(“High-Level Style Feature” in Figure 2). As illustrated in
Figure 2, our SC-StyleGAN consists of two sub-networks: the
spatial encoding network aims to map the input conditions
to intermediates corresponding to the results of the coarse
and middle style controlled layers; the synthesis network
utilizes the pre-trained layers of the original StyleGAN
synthesis network and takes as input our spatial encoded
intermediates to generate a synthesized image.

Specifically, in our spatial encoding network, we propose
two encoding modules that map the 512 x 512 sketch and
the 512 x 512 semantic map to spatial feature maps of size
64 x 256 x 256 independently. The resulting two feature
maps are concatenated in the channel dimension, resulting
a combination (size 128 x 256 x 256) of the two modalities
of conditions before going through the subsequent encoding
process. The combined feature map is encoded to the spatial
resolution of 32 x 32, which matches the size of the feature
map in the StyleGAN synthesis module in the coarse to
middle styles (42 — 322). Before sending to the synthesis
network, we pass the feature map to 40 ResNet blocks (the
upper orange dashed rectangle in Figure 2) to make it better
match the intermediate feature map in the original synthesis
network. Similar to the procedure of producing the spatial
intermediate feature map, we propose another branch of 5
ResNet blocks from the embedded feature map (the lower
orange dashed rectangle in Figure 2) to generate a 32 x 32
intermediate image, which also matches the counter part in
the original StyleGAN synthesis module. In the subsequent
generation process, we replace the intermediate feature map
and image with the feature map and image embedded using
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Fig. 2. Network architecture of SC-StyleGAN. Our SC-StyleGAN consists of a spatial encoding module (in orange) and a subsequent pre-trained
StyleGAN synthesis module (in cyan). We feed the input sketch and semantic map into individual encoding blocks before being merged using
concatenation and fed to a uniform encoding branch to get the spatial feature. The spatial feature is further processed by two separate branches
with 40 and 5 ResNet blocks to produce spatial feature map (in light green) and spatial image (in light purple). The spatial encoding module aims
to replace the intermediate feature map (in dark green) and the intermediate image (in dark purple) by the original pre-trained high-level synthesis
sub-network (in green) with the counterparts encoded from the sketch and the semantic map. Our network takes as input a sketch and a semantic
map with the paired high-level style features (7 x 512) and a randomly selected low-level style features (11 x 512) from the dataset to obtain the
synthesized ground truth in guiding the spatial encoding module to converge. The synthesized fake image is produced according the workflow
indicated with the solid orange lines and the synthesized ground truth is generated following the dashed green line flow.

our spatial encoding network, as illustrated in Figure 2. Each
encoding block consists of one convolution layer with stride
2, leaky ReLU activation, and a normalization layer.

3.2 Objective Function

Since the goal of our SC-S5tyleGAN is to encode the spatial
constraints for the StyleGAN synthesis process while pre-
serving the generation quality of the pre-trained StyleGAN,
we need to precisely map the encoded condition to its
counter parts in the original synthesis process. To achieve
this, we formulate the objective function of the training
process as follows:

L(Igta Isyn) :/\LlLl(Igta Isyn) + )\LGPLGP

1
+ALpLop + ALpy LEn, @

where L1 (-, -) is the mean abstract difference function, Lgp
and Lpp stand for the global perceptive loss and local
perceptive loss, respectively. The original StyleGAN uses an
adversarial loss in guiding the network convergence, here
we use the pre-trained StyleGAN and aim to guide our
encoding module converging to the original intermediate
space.

We incorporate the perceptive loss in our objective func-
tion to enhance the guidance of the synthesis process. Since
we replace the spatial intermediates in the original Style-
GAN workflow with our encoded counterparts, the volume
of the optimization targets (i.e., intermediate feature maps
and intermediate image) is larger than that of the existing
latent space optimization methods. Thus apart from the
commonly used perceptual loss applied over the full scale
of the generated image, we further incorporate a perceptual
loss in the local patches. Inspired by [39], we randomly

(a) ' (b) (© (d)

Fig. 3. lllustration of the effects of the components in the objective func-
tion. (a): No L; Loss, (b): No Perceptual Loss, (c): No Local Perceptual
Loss, and (d): Full Method.

crop K patches (K = 20 in training) from the generated and
ground-truth images and compute the local perceptual loss.
Here we chose K = 20 to balance the computation cost and
final generation quality: when K > 20, our method showed
no further quality gain; when K < 20, we experienced
quality degeneration.

We measure the global perceptive loss by resizing the
synthesized and target images to spatial size 64 x 64, and
measure them with the perceptual metric (LPIPS [40]).
Mathematically, the global perceptive loss Lgp and the local
perceptive loss L, p are formulated as follows:

Lep(gt; Lsyn) = LPIPS(15;, 15,,),

trtsyn

1 & - ©)
LLP(Igt,Isyn):EZLPIPS(I Ik ),

gt tsyn
k=1

where LPIPS(-,-) represents the perceptual measuring
function, Ijy and I, are the resized ground truth and
synthesized images, respectively. I !’;t and I fyn represent
the k-th randomly cropped ground truth and synthesized

patches in each step, respectively.
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Fig. 4. An illustration of different replacement schemes in our SC-
StyleGAN generation process. We show two examples with randomly
selected low-level styles.

To further ensure that our synthesized result approxi-
mates to the ground truth, we add another feature matching
loss in the objective function:

1
Lrv = 5 D G (9t) = G (sym) )
l

where G'(-) is the I-th resolution block (with the correspond-
ing spatial resolution of 2') output feature map of the pre-
trained StyleGAN synthesis network. IV is the number of
calculated blocks. Here we calculate the L; norm between
the synthesized and ground truth generation process af-
ter the replacement resolution block (I € {6,7,8,9} and
N = 4). Figure 3 illustrates the effects of each component in
the objective function. For the details of the ablation study,
please refer to Section 5.1.

3.3 Training Strategy

The training of the SC-StyleGAN is illustrated in Figure 2.
To disentangle the high-level style geometries from the low-
level style appearances and augment the existing training
dataset, we adopt a dynamic guiding scheme by synthesiz-
ing the target image in each iteration. To achieve this, we
generate the synthesized ground-truth target by feeding the
pre-trained StyleGAN synthesis network with input-paired
high-level style codes (4% — 322) and randomly selected low-
level style codes (642 — 10242) from the recorded style code
dataset. Our SC-StyleGAN synthesizes an image by feeding
a sketch and a semantic map paired with the high-level style
codes to the spatial encoding network to get an intermediate
feature map and an intermediate image. We then inject the
intermediates to the subsequent synthesis network with the
same low-level style codes (642 — 1024%). We freeze the
parameters of the blocks subsequent to the replacement
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of the encoded condition intermediates in the synthesis
network. We also tried injecting the encoded feature map
to different spatial layers (see Figure 4 for an illustration).
Please refer to Section 5.1 for quantitative evaluation and
analysis regarding the different replacement schemes.

4 SUGGESTIVE DRAWING INTERFACE

To assist users in generating high-quality portrait images
with ease and precise control, we propose a data-driven
suggestive interface. Our interface supports image creation
from scratch or by editing existing images. The default
mode is to create portrait images from scratch. It consists
of three stages to help non-professional users produce high-
quality portrait images, namely, global selection, local detail
suggestion, and sketch and semantic map modification. It sup-
ports an explicit and coarse-to-fine sketch refinement and
mask modification process. To edit an existing image, the
user loads an image from the local source, and our system
extracts its corresponding sketch and semantic map. In this
case, our system automatically skips the global selection and
starts from the local detail suggestion stage. Please refer to
the accompanying video for the interaction process.

4.1 System Design

Global Selection We assist users in globally retrieving
relevant faces from the dataset by drawing a coarse contour
of a target face. Since novice users are usually not very good
at drawing faces with proper proportions, we use the user-
drawn strokes in this stage only for retrieval. Our main goal
here is to allow users to quickly select a sketch template by
simply drawing several strokes.

Drawing faces under various poses is also challenging
for users with little drawing skill. To help users easily sketch
a face under a specific pose, we provide three pose sliders
(Figure 5)(a) corresponding to Euler angles for 3D rotation
to specify a certain pose. Every time a user changes any
of the rotation parameters, our system returns a set of face
sketches that have their poses as close to the user-specified
pose as possible. We extract the contours of the top-20 faces
and merge them as one guidance image semi-transparently
displayed on the drawing canvas, similar to ShadowDraw
[41] and AverageExplorer [42].

When the user dra