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DrawingInStyles: Portrait Image Generation and
Editing with Spatially Conditioned StyleGAN

Wanchao Su, Hui Ye, Shu-Yu Chen, Lin Gao, and Hongbo Fu∗

Abstract—The research topic of sketch-to-portrait generation has witnessed a boost of progress with deep learning techniques. The
recently proposed StyleGAN architectures achieve state-of-the-art generation ability but the original StyleGAN is not friendly for
sketch-based creation due to its unconditional generation nature. To address this issue, we propose a direct conditioning strategy to
better preserve the spatial information under the StyleGAN framework. Specifically, we introduce Spatially Conditioned StyleGAN
(SC-StyleGAN for short), which explicitly injects spatial constraints to the original StyleGAN generation process. We explore two input
modalities, sketches and semantic maps, which together allow users to express desired generation results more precisely and easily.
Based on SC-StyleGAN, we present DrawingInStyles, a novel drawing interface for non-professional users to easily produce
high-quality, photo-realistic face images with precise control, either from scratch or editing existing ones. Qualitative and quantitative
evaluations show the superior generation ability of our method to existing and alternative solutions. The usability and expressiveness of
our system are confirmed by a user study.

Index Terms—Sketch-based Portrait Generation, Suggestive Interfaces, Data-driven Approaches, StyleGAN, Conditional Generation.
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1 INTRODUCTION

IMAGE generation has been a hot research topic and has
drawn much attention in both the computer graphics

and the computer vision communities, especially due to the
advance of deep learning techniques. Remarkable progress
emerges for image generation solutions based on deep
learning (e.g., generative adversarial networks (GANs) [1]),
in terms of generation resolution [2], subject categories [3],
training data sparsity [4], etc. Among various contents in the
image generation tasks, the human portrait is a preferably
studied subject due to its great need in various applications.
Creating human portraits from sketches is a widely adopted
solution for designers. Image-to-image translation frame-
works (e.g., [5], [6]) are commonly adopted for converting
sketches to images due to impressive generation ability as
well as precise controllability over the generated results.

The recent StyleGAN frameworks [2], [7] achieve state-
of-the-art generation performance for, in particular, por-
trait images. The StyleGAN synthesis network generate
images with latent style vectors. Different spatial resolution
(42 − 10242) layers take the style vectors to control different
visual attributes: from high-level attributes (e.g., pose, face
shape, etc.), smaller-scale facial features (e.g., hairstyle, eyes
open/closed), to the coloring scheme and micro-structure.
Despite the superior performance of StyleGAN, it suffers
from a severe drawback when applied to a portrait creation
scenario: due to its unsupervised training mechanism, Style-
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GAN is not suitable for the spatially conditioned generation
setting. Several works (e.g., [8], [9]) have attempted to
map an input domain to the StyleGAN latent style space,
achieving the indirect control via the latent space. However,
encoding the condition to the style space loses the spatial in-
formation, and thus cannot guarantee the spatial constraint
to be respected after the generation process.

To utilize StyleGAN’s ability in portrait image genera-
tion, we need to provide a precise control regarding the
spatial conditions. Instead of encoding the spatial condi-
tions into the spatially-oblivious compact style codes, we
propose a more aggressive way that transforms the spatial
conditions directly into the StyleGAN synthesis procedure.
Since an efficient way to preserve the condition information
is to maintain the spatial relationships embedded in the
input, we propose to use a spatial encoding scheme to
transform the information contained in the condition input.
The original StyleGAN produces results by progressively
normalizing randomly initialized spatial feature maps with
the guidance of the corresponding style codes. We propose
to eliminate the gap between the condition-encoded feature
and the intermediate spatial feature maps in the StyleGAN
synthesis procedure and modify the pre-trained StyleGAN
synthesis network as an image-to-image translation archi-
tecture.

To achieve the above goal, we present SC-StyleGAN (Spa-
tially Conditioned StyleGAN ), which consists of a spa-
tial encoding module, a spatial mapping module, and
subsequent pre-trained StyleGAN blocks to translate the
spatial condition information to high-quality, large-sized
(1024 × 1024) portrait images. We encode the input con-
dition to a spatial feature map and then process it with a
mapping module before connecting to the subsequent pre-
trained StyleGAN synthesizing flow. We use the encoded
feature to substitute the original intermediates guided by
the early-stage style codes in StyleGAN. This makes the




