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1 OVERVIEW
In this supplemental document, we have listed more results of sketch-to-image generation, face
synthesis results for hand-drawn sketches, results of user editing, inputs and results for non-frontal
face generation, and more details of the implementation.

2 SKETCH-TO-IMAGE GENERATION
In Fig. 1, we show more results of sketch-to-image generation with various reference images and
sketches.

3 RESULTS FOR HAND-DRAWN SKETCHES
In Fig. 2, we present more results for hand-drawn sketches and comparisons with DeepFaceDrawing
[Chen et al. 2020], as well as applying style transfer technique [Kolkin et al. 2019] and swapping
autoencoder [Park et al. 2020] after DeepFaceDrawing.

4 USER EDITING RESULTS
In Fig. 3, we show more editing results from users.

5 NON-FRONTAL FACE GENERATION
In Fig. 4, we show the source sketches and appearance images for non-frontal generation results.

6 NETWORK ARCHITECTURES
Our network consists of a Local Disentanglement Module and a Global Fusion Module.
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Fig. 1. Sketch-to-image generation with various reference images. With the geometry of sketches, our method
can generate realistic faces with different skin color, lighting, and appearance according to diverse reference
images.

6.1 Local Disentanglement
Local Disentanglement module extracts both the geometry and appearance features for each
local component and synthesizes local image patches. This module consists of Geometry Encoder,
Appearance Encoder and Image Synthesis Generator. We adopt the GAN architecture which
contains a multi-scale discriminator.

6.1.1 Geometry Encoder. Geometry Encoder contains five encoding layers, as shown in Table 7.
For sketches, the number of input channels is 1 and for images, it is 3. The Geometry Decoder
(Table 8) takes the features generated by Geometry Encoder as input and generates corresponding
sketches.

6.1.2 Appearance Encoder. In Table 9, we show the architecture of the Appearance Encoder. This
network generates a vector which encodes appearance information.

6.1.3 Image Synthesis Generator. In Table 10, we show the architecture of the Image Synthesis
Generator. Taking the feature maps generated by the Geometry Encoder as input, the Image
Synthesis Generator uses adaptive instance normalization to inject the appearance information
and generates local component images.

6.1.4 Discriminator. The discriminator employs a multi-scale discriminating approach: scale the
input feature maps and the generated images at two different levels and go through two different
sub-discriminators. More details are shown in Table 12.
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Fig. 2. Comparisons of image generation with hand-drawn sketches (1st row). The 2nd row shows the results
by DeepFaceDrawing [Chen et al.2020] and the 3rd row is the results of using a style transfer technique
[Kolkin et al.2019] after DeepFaceDrawing. The 4th row shows the results of using a swapping autoencoder
[Park et al.2020] similar to the 3rd row. The bottom row shows our results using the image in the first column
as appearance. Benefiting from our approach, geometry and appearance can be effectively disentangled, and
thus our results are clear and realistic. The results combining DeepFaceDrawing and style transfer technique
are not able to distinguish the geometry and appearance which leads to obvious artifacts, e.g. unremoved
hair on the forehead. Similarly, the results of the swapping autoencoder also show unnatural lighting on eye
regions.

6.2 Global Fusion
Our global fusion network also adopts a GAN utilizing a generator and a discriminator to generate
real face images. The details of the generator are shown in Table 11. The discriminator is similar to
the local disentanglement module and is illustrated in Table 12.
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Fig. 3. Our model supports flexible face editing based on sketches, without requiring users to pre-define a
region of interest.
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Fig. 4. The results for non-frontal face inputs. Source sketches in the 1st and 3rd rows provide geometry.
Images in the 1st column provide appearance. When faces rotate within 30 degree from the frontal plane,
relatively good results can be generated. With larger offset degree, some artifacts may be generated on the
edges of hair and background.

Geometry Encoder
Layer Output Size Filter
Input 1/3 × 𝐻 ×𝑊

Conv2D-IN-Block 64 × 𝐻 ×𝑊 1 → 64
Conv2D-IN-Block 128 × 𝐻

2 × 𝑊
2 64 → 128

Conv2D-IN-Block 256 × 𝐻
4 × 𝑊

4 128 → 256
Conv2D-IN-Block 512 × 𝐻

8 × 𝑊
8 256 → 512

Conv2D-IN-Block 1024 × 𝐻
16 ×

𝑊
16 512 → 1024

Output 1024 × 𝐻
16 ×

𝑊
16

Table 7. The architecture of the Geometry Encoder.
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Geometry Decoder
Layer Output Size Filter
Input 1024 × 𝐻

16 ×
𝑊
16

Res-IN-Block 1024 × 𝐻
16 ×

𝑊
16 1024 → 1024

Res-IN-Block 1024 × 𝐻
16 ×

𝑊
16 1024 → 1024

ConvTrans2D-IN-Block 512 × 𝐻
8 × 𝑊

8 1024 → 512
ConvTrans2D-IN-Block 256 × 𝐻

4 × 𝑊
4 512 → 256

ConvTrans2D-IN-Block 128 × 𝐻
2 × 𝑊

2 256 → 128
ConvTrans2D-IN-Block 64 × 𝐻 ×𝑊 128 → 64

Conv2D 1 × 𝐻 ×𝑊 64 → 1
Tanh 1 × 𝐻 ×𝑊

Output 1 × 𝐻 ×𝑊

Table 8. The architecture of the Geometry Decoder.

Appearance Encoder
Layer Output Size Filter
Input 3 × 𝐻 ×𝑊

Conv2D-Block 16 × 𝐻 ×𝑊 3 → 16
Conv2D-Block 32 × 𝐻

2 × 𝑊
2 16 → 32

Conv2D-Block 64 × 𝐻
4 × 𝑊

4 32 → 64
Conv2D-Block 64 × 𝐻

8 × 𝑊
8 64 → 64

Conv2D-Block 64 × 𝐻
16 ×

𝑊
16 64 → 64

Conv2D-Block 64 × 𝐻
32 ×

𝑊
32 64 → 64

AdaptiveAvgPool2D 64 × 1 × 1 64 → 64
Conv-2D 18304 × 1 × 1 64 → 18304
Output 18304 × 1 × 1
Table 9. The architecture of the Appearance Encoder.

Image Synthesis Generator
Layer Output Size Filter
Input 1024 × 𝐻

16 ×
𝐻
16

Res-AdaIN-Block 1024 × 𝐻
16 ×

𝑊
16 1024 → 1024

Res-AdaIN-Block 1024 × 𝐻
16 ×

𝑊
16 1024 → 1024

Res-AdaIN-Block 1024 × 𝐻
16 ×

𝑊
16 1024 → 1024

Res-AdaIN-Block 1024 × 𝐻
16 ×

𝑊
16 1024 → 1024

ConvTrans2D-AdaIN-Block 512 × 𝐻
8 × 𝑊

8 1024 → 512
ConvTrans2D-AdaIN-Block 256 × 𝐻

4 × 𝑊
4 512 → 256

ConvTrans2D-AdaIN-Block 128 × 𝐻
2 × 𝑊

2 256 → 128
ConvTrans2D-AdaIN-Block 64 × 𝐻 ×𝑊 128 → 64

Conv2D 3 × 𝐻 ×𝑊 64 → 3
Tanh 3 × 𝐻 ×𝑊

Output 3 × 𝐻 ×𝑊

Table 10. The architecture of the Image Synthesis Generator.
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Global Fusion Network
Layer Output Size Filter
Input 64 × 𝐻 ×𝑊

Conv2D-IN-Block 64 × 𝐻 ×𝑊 64 → 64
Conv2D-IN-Block 128 × 𝐻

2 × 𝑊
2 64 → 128

Conv2D-IN-Block 256 × 𝐻
4 × 𝑊

4 128 → 256
Conv2D-IN-Block 512 × 𝐻

8 × 𝑊
8 256 → 512

Conv2D-IN-Block 1024 × 𝐻
16 ×

𝑊
16 512 → 1024

Res-IN-Block 1024 × 𝐻
16 ×

𝑊
16 1024 → 1024

Res-IN-Block 1024 × 𝐻
16 ×

𝑊
16 1024 → 1024

Res-IN-Block 1024 × 𝐻
16 ×

𝑊
16 1024 → 1024

Res-IN-Block 1024 × 𝐻
16 ×

𝑊
16 1024 → 1024

Res-IN-Block 1024 × 𝐻
16 ×

𝑊
16 1024 → 1024

ConvTrans2D-IN-Block 512 × 𝐻
8 × 𝑊

8 1024 → 512
ConvTrans2D-IN-Block 256 × 𝐻

4 × 𝑊
4 512 → 256

ConvTrans2D-IN-Block 128 × 𝐻
2 × 𝑊

2 256 → 128
ConvTrans2D-IN-Block 64 × 𝐻 ×𝑊 128 → 64

Conv2D 3 × 𝐻 ×𝑊 64 → 3
Tanh 3 × 𝐻 ×𝑊

Output 3 × 𝐻 ×𝑊

Table 11. The architecture of the Global Fusion Network.

Discriminating Unit (DisUnit)
Layer Output Size Filter
Input (3 + 1) × 𝐻 ×𝑊

Conv2D-Block 64 × (𝐻2 + 1) × (𝑊2 + 1) (3 + 1) → 64
Conv2D-IN-Block 128 × (𝐻4 + 1) × (𝑊4 + 1) 64 → 128
Conv2D-IN-Block 256 × (𝐻8 + 1) × (𝑊8 + 1) 128 → 256
Conv2D-IN-Block 512 × (𝐻8 + 2) × (𝑊8 + 2) 256 → 512

Conv2D 1 × (𝐻8 + 3) × (𝑊8 + 3) 512 → 1
Discriminator

Layer D1 Output Size D2 Output Size
Input 4 × 𝐻 ×𝑊 4 × 𝐻 ×𝑊

AvgPool - 4 × 𝐻
2 × 𝑊

2
DisUnit 1 × (𝐻8 + 3) × (𝑊8 + 3) 1 × ( 𝐻16 + 3) × (𝑊16 + 3)
Output 1 × (𝐻8 + 3) × (𝑊8 + 3) 1 × ( 𝐻16 + 3) × (𝑊16 + 3)

Table 12. The architecture of the Discriminator.
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