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Fig. 1. Our DeepFaceDrawing system allows users with little training in drawing to produce high-quality face images (Bottom) from rough or even incomplete
freehand sketches (Top). Note that our method faithfully respects user intentions in input strokes, which serve more like soft constraints to guide image
synthesis.

Recent deep image-to-image translation techniques allow fast generation
of face images from freehand sketches. However, existing solutions tend to
overfit to sketches, thus requiring professional sketches or even edge maps
as input. To address this issue, our key idea is to implicitly model the shape
space of plausible face images and synthesize a face image in this space to
approximate an input sketch. We take a local-to-global approach. We first
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learn feature embeddings of key face components, and push corresponding
parts of input sketches towards underlying component manifolds defined
by the feature vectors of face component samples. We also propose another
deep neural network to learn the mapping from the embedded component
features to realistic images with multi-channel feature maps as intermedi-
ate results to improve the information flow. Our method essentially uses
input sketches as soft constraints and is thus able to produce high-quality
face images even from rough and/or incomplete sketches. Our tool is easy to
use even for non-artists, while still supporting fine-grained control of shape
details. Both qualitative and quantitative evaluations show the superior gen-
eration ability of our system to existing and alternative solutions. The us-
ability and expressiveness of our system are confirmed by a user study.

CCS Concepts: • Human-centered computing → Graphical user in-
terfaces; • Computing methodologies → Perception; Texturing; Image
processing.
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1 INTRODUCTION
Creating realistic human face images from scratch benefits vari-
ous applications including criminal investigation, character design,
educational training, etc. Due to their simplicity, conciseness and
ease of use, sketches are often used to depict desired faces. The re-
cently proposed deep learning based image-to-image translation
techniques (e.g., [Isola et al. 2017; Wang et al. 2018]) allow auto-
matic generation of photo images from sketches for various object
categories including human faces, and lead to impressive results.
Most of such deep learning based solutions (e.g., [Dekel et al.

2018; Isola et al. 2017; Li et al. 2019; Wang et al. 2018]) for sketch-
to-image translation often take input sketches almost fixed and at-
tempt to infer the missing texture or shading information between
strokes. To some extent, their problems are formulated more like
reconstruction problems with input sketches as hard constraints.
Since they often train their networks from pairs of real images and
their corresponding edge maps, due to the data-driven nature, they
thus require test sketches with quality similar to edge maps of real
images to synthesize realistic face images. However, such sketches
are difficult to make especially for users with little training in draw-
ing.
To address this issue, our key idea is to implicitly learn a space

of plausible face sketches from real face sketch images and find the
closest point in this space to approximate an input sketch. In this
way, sketches can be used more like soft constraints to guide im-
age synthesis. Thus we can increase the plausibility of synthesized
images even for rough and/or incomplete input sketches while re-
specting the characteristics represented in the sketches (e.g., Fig-
ure 1 (a-d)). Learning such a space globally (if exists) is not very
feasible due to the limited training data against an expected high-
dimensional feature space. This motivates us to implicitly model
component-level manifolds, which makes a better sense to assume
each componentmanifold is low-dimensional and locally linear [Roweis
and Saul 2000]. This decision not only helps locally span such man-
ifolds using a limited amount of face data, but also enables finer-
grained control of shape details (Figure 1 (e)).

To this end we present a novel deep learning framework for
sketch-based face image synthesis, as illustrated in Figure 3. Our
system consists of three main modules, namely, CE (Component
Embedding), FM (Feature Mapping), and IS (Image Synthesis). The
CEmodule adopts an auto-encoder architecture and separately learns
five feature descriptors from the face sketch data, namely, for “left-
eye”, “right-eye”, “nose”, “mouth”, and “remainder” for locally span-
ning the component manifolds. The FM and IS modules together
form another deep learning sub-network for conditional image gen-
eration, and map component feature vectors to realistic images.
Although FM looks similar to the decoding part of CE, by map-
ping the feature vectors to 32-channel feature maps instead of 1-
channel sketches, it improves the information flow and thus pro-
vides more flexibility to fuse individual face components for higher-
quality synthesis results.
Inspired by [Lee et al. 2011], we provide a shadow-guided inter-

face (implemented based on CE) for users to input face sketches
with proper structures more easily (Figure 8). Corresponding parts
of input sketches are projected to the underlying facial component

manifolds and then mapped to the corresponding feature maps for
conditions for image synthesis. Our system produces high-quality
realistic face images (with resolution of 512 � 512), which faith-
fully respect input sketches. We evaluate our system by comparing
with the existing and alternative solutions, both quantitatively and
qualitatively. The results show that our method produces visually
more pleasing face images. The usability and expressiveness of our
system are confirmed by a user study. We also propose several in-
teresting applications using our method.

2 RELATED WORK
Our work is related to existing works for drawing assistance and
conditional face generation. We focus on the works closely related
to ours. A full review on such topics is beyond the scope of our
paper.

2.1 Drawing Assistance
Multiple guidance or suggestive interfaces (e.g., [Iarussi et al. 2013])
have been proposed to assist users in creating drawings of better
quality. For example, Dixon et al. [2010] proposed iCanDraw, which
provides corrective feedbacks based on an input sketch and facial
features extracted from a reference image. ShadowDraw by Lee et
al. [2011] retrieves real images from an image repository involving
many object categories for an input sketch as query and then blends
the retrieved images as shadow for drawing guidance. Our shadow-
guided interface for inputting sketches is based on the concept of
ShadowDraw but specially designed for assisting in face drawing.
Matsui et al. [2016] proposedDrawFromDrawings, which allows the
retrieval of reference sketches and their interpolation with an input
sketch. Our solution for projecting an input sketch to underlying
component manifolds follows a similar retrieval-and-interpolation
idea but we perform this in the learned feature spaces, without ex-
plicit correspondence detection, as needed by DrawFromDrawings.
Unlike the above works, which aim to produce quality sketches as
output, our work treats such sketches as possible inputs and we are
more interested in producing realistic face images even from rough
and/or incomplete sketches.

Another group of methods (e.g., [Arvo and Novins 2000; Igarashi
et al. 1997]) take a more aggressive way and aim to automatically
correct input sketches. For example, Limpaecher et al. [2013] learn a
correction vector field from a crowdsourced set of face drawings to
correct a face sketch, with the assumption that such face drawings
and the input sketch is for a same subject. Xie et al. [2014] and
Su et al. [2014] propose optimization-based approaches for refining
sketches roughly drawn on a reference image. We refine an input
sketch by projecting individual face components of the input sketch
to the corresponding component manifolds. However, as shown in
Figure 5, directly using such refined component sketches as input
to conditional image generation might cause artifacts across facial
components. Since our goal is sketch-based image synthesis, we
thus perform sketch refinement only implicitly.

2.2 Conditional Face Generation
In recent years, conditional generative models, in particular, con-
ditional Generative Adversarial Networks [Goodfellow et al. 2014]
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