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Abstract—In the game and film industries, modeling 3D heads plays a very important role in designing characters. Although human
head modeling has been researched for a long time, few works have focused on animal-like heads, which are of more diverse shapes
and richer geometric details. In this work, we present SAniHead, an interactive system for creating animal-like heads with a mesh re-
presentation from dual-view sketches. Our core technical contribution is a view-surface collaborative mesh generative network. Initial-
ly, a Graph Convolutional Neural Network(GCNN) is trained to learn the deformation of a template mesh to fit the shape of sketches,
giving rise to a coarse model. It is then projected into vertex maps where image-to-image translation networks are performed for detail
inference. After back-projecting the inferred details onto the meshed surface, a new GCNN is trained for further detail refinement. The
modules of view-based detail inference and surface-based detail refinement are conducted in an alternating cascaded fashion, collab-
oratively improving the model. A refinement sketching interface is also implemented to support direct mesh manipulation. Experimental
results show the superiority of our approach and the usability of our interactive system. Our work also contributes a 3D animal head
dataset with corresponding line drawings.

Index Terms—Sketch-based 3D Modeling, Graph Convolutional Neural Network, Animal-like Character Heads.
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1 INTRODUCTION

HOW to quickly generate 3D models remains a widely
concerned problem in the field of computer graph-

ics. While there exist professional 3D modeling software
packages, such as Maya and ZBrush, they are designed for
skillful users. In contrast, due to the simplicity of sketch-
ing, sketch-based interfaces for 3D modeling are potentially
more accessible by users, even for those with little training
in drawing. However, inferring 3D geometry from sparse
sketches is a very challenging task due to inherent ambigu-
ities. Traditional approaches [1], [2] allow users to draw or
manipulate curve handles (e.g., contours and feature lines)
of the target shape and reconstruct a 3D model by using
heuristic geometric constraints like continuity. This usually
requires a heavy amount of user interaction to produce a
complex model.

Recently, deep learning techniques have been utilized in
building the mapping from 2D line drawings to 3D shapes,
greatly improving the efficiency of sketch-based modeling.
For example, with the help of advanced volume-based
shape decoders (which are built upon 3D Convolutional
Neural Networks (CNNs)), the system proposed in [3] can
instantly convert users’ rough sketches into 3D shapes.
However, the high computational cost of 3D convolutions
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hampers it from producing high-resolution models. Turn-
ing the problem to be a task of generating normal/depth
images from multi-view sketches can improve the quality
of synthesized models, but existing systems in this track
either tend to output results with inconspicuous details [4],
[5] or require careful drawings in multiple views [6]. These
challenges become easier to tackle if we focus on the shapes
of specific categories, e.g., urban models [7] and human
faces [8], which can be represented in parametric spaces. A
deep regression model can thus be exploited for generating
quality models.

In this paper, we aim to design an interactive modeling
system for a new shape category - animal-like character
heads. This type of model is very popular in character
modeling. However, different from human faces, the va-
riety and complexity of animal heads make it difficult to
represent them in a low-dimensional parametric space. This
greatly prevents deep regression models from getting accu-
rate modeling (Please refer to Sec. 6.2.2 and Fig. 16). Thanks
to Pixel2Mesh [9], the shape space can also be implicitly
modeled by learning the deformation from a template mesh.
More specifically, given an input sketch and a template
mesh, it first extracts features from the sketch image and
then projects them onto the vertices of the mesh, which are
fed into a Graph Convolutional Neural Network (GCNN) to
learn the deformation. The Chamfer distance (CD) is used as
the primary loss to minimize the closeness of the deformed
mesh with the ground truth, forming a supervised learning
mechanism. Unfortunately, in our setting this method is
difficult to generate fine details, making synthesized results
still far from satisfactory. This is due to two issues: 1) graph
convolution, as an approximated convolution operation de-
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Fig. 1: We present SAniHead, an interactive sketching system for amateur users to easily model animal-like character heads.
For each example, our novel view-surface collaborative mesh generative network turns hand-drawn sketches in dual views
(Left) into a 3D model (Middle) in real time for further editing (Right). On average, the modeling process for each example
takes around 8 minutes, including 3 minutes for sketching and 5 minutes for post-manipulation.

fined over a discrete surface representation (i.e., mesh), is
hard to model the features of high-frequency signals; 2)
since the used CD loss defines the measurement on sparse
vertices, it tends to prevent generating geometric details,
which contribute only a small portion to the loss value.

As witnessed, recent image decoders based on CNNs
can easily infer high-frequency details [10], [11], [12], [13].
Inspired by this, to address the above-mentioned issues, our
key idea is to generate a coarse shape using surface-based
decoders and synthesize geometric details via image-based
decoders, as illustrated in Fig. 2. Specifically, our approach
firstly exploits a modified method of Pixel2Mesh [9] to
convert input sketches depicting a target shape in one or
two views 1 to a coarse mesh. To synthesize the details, we
project the coordinate information of its vertices into the
front, left-side, and right-side views, forming three images.
Commonly used image-to-image translation frameworks,
such as pix2pix [14], can then be utilized to infer pixel-
wise displacement maps of vertices from the images. Due
to possibly inconsistent inference across views, directly pro-
jecting the generated displacements back onto the surface
would lead to artifacts on the deformed mesh. We thus
propose a novel GCNN and apply it on the surface to
reduce the artifacts and refine the geometry. The presented
view-based detail synthesis and surface-based detail refinement
can also be conducted in an alternating manner to further
improve the quality of synthesized models. Our whole net-
work, called as view-surface collaborative mesh generative
network, performs in an end-to-end fashion, where the view
and surface domains collaboratively help generating the
final mesh. Both qualitative and quantitative results show
the effectiveness of the proposed method and its superiority
over all existing approaches for shape inference.

Finally, we design a two-stage sketching interface for
real-time shape modeling. As illustrated in Fig. 1, in the
first stage, users can sketch a target shape from one or two
views. Our system instantly generates and updates a 3D
model for the input sketch(es). The second stage provides a
set of tools, such as handle-based deformation and brush-
based sculpting, for directly manipulating the surface. User
evaluations show that our system is easy-to-use, especially

1. Our system provides two canvases, front view and side view. Users
can draw on either or both. On the canvas of the side view, the user can
only draw under one of the left-side or the right-side view, and the
sketch on the other side is directly obtained via flipping the drawn one.

for novices.
In summary, the main contributions of this work are:

• A novel easy-to-use sketching interface for modeling
animal-like 3D character heads. Our system allows
users to draw on canvases from scratch to obtain
quality synthesized results with instant feedback.
It also provides plentiful tools to post-manipulate
generated surfaces.

• A novel view-surface collaborative mesh generative
network that can effectively recover a 3D mesh from
sketches. The proposed algorithm well overcomes
the challenges with all existing methods to generate
geometric details.

• The first 3D animal head model dataset, containing
220 well-collected models in 19 animal categories.
The number of further augmented models is 16,800.
Each model is also associated with line-drawing
renderings in orthographic views, and 1,200 models
even with hand-drawn sketches. We will make the
dataset as well as the interactive system public to the
research community.

2 RELATED WORK

Sketch-based Shape Design. How to easily create 3D
shapes via a sketching interface is a long-standing research
problem in the field of computer graphics [15], [16]. One
of the seminal works is [17], which presented an approach
for using curves to control 3D surface deformation. Igarashi
et al. [1] proposed an interactive sketching system that
automatically generates a 3D shape from 2D user-drawn
silhouettes in real-time. A large body of follow-up works [2],
[18], [19], [20], [21], [22] were then conducted. The strokes
drawn by users in these systems are adopted to directly
constrain the positions for certain vertices of a target shape.
The recent works [23], [24], [25], [26] attempted to dig out
more geometric information from input 2D sketches by
studying the relationship between cross lines and surface
normal. Since input strokes only provide sparse constraints
on certain vertices, geometric assumptions like surface
smoothness are often utilized for surface recovery in other
regions. However, since no strong geometric assumptions
can be made for animal-style models, these works tend to
fail in our setting.
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Fig. 2: The proposed view-surface collaborative mesh generative network, which can be trained in an end-to-end fashion.
(a) Given dual-view sketches (Sf , Ss) and a pre-defined sphere template mesh M0. (b) The stage of initial mesh generation
produces a coarse mesh M1, using a modified Pixel2Mesh. (c) A differentiable mesh renderer is then used to render M1

into three vertex maps in the front, left and right views (denoted as I1f , I1l , and I1r , respectively). (d) An image-to-image
translation network is then applied on the three images, generating three vertex displacement maps (D1

f , D1
l , and D1

r ).

(e) The displacements are then unprojected onto the surface, resulting in a new mesh M̃1, which contains more geometric
details. (f) A GCNN is further applied on M̃1 for detail refinement to produce a mesh M2. (g) After several (2 in this
example) iterations of applying VDS-Net and SDR-Net, we obtain the final mesh M3. Note that, the input sketches are also
used to provide information for both VDS-Net and SDR-Net. See Section 3 for more details. Our network is also applicable
for single-view inputs.

Sketch-based shape retrieval [27], [28] uses an input
sketch as a query to search for geometrically the most
similar shape from a predefined database of 3D models.
However, the results are usually far from input sketches
due to the limited capacity of the database. For the ob-
jects that can be well-represented by the part assembly,
like man-made models, several works [29], [30], [31], [32],
[33] proposed to utilize strokes to retrieve appropriate part
candidates for subsequent assembly. Compared to sketch-
based part assembly, our approach is superior in three folds:
1) our system allows sketching in an arbitrary order with no
requirement on the part information, thus greatly improving
the efficiency of user interaction; 2) our system does not
require geometry composition between parts, which often
causes artifacts; 3) a database of pre-segmented 3D models,
which requires a heavy amount of labor for manual segmen-
tation, is not needed in our system.

Image-based Shape Decoders. Recently a lot of methods
attempted to leverage the powerful learning abilities of deep
neural networks for decoding 3D geometry from 2D images.
Some works [34], [35], [36] took a volumetric representation
of CNNs for the generation of 3D shapes. However, because
of the high computational cost, such methods are hard
to produce high-resolution outputs, though this issue has
been alleviated by Octree-based CNNs [37] and its adap-
tive version [38]. Point cloud, as one of the most popular
geometry representations, has been utilized in [39], [40] as
the output formula for shape recovery by training a deep
regression model. There also exist some studies [41], [42] on
reconstructing 3D shape by synthesizing multi-view depth
maps or a single spherical map. However, it is still difficult
to produce a clean mesh with all the above-mentioned
approaches. Some recent methods [9], [43], [44] attempted to
directly learn a 3D shape with a mesh representation as the
output. They all take extra template meshes as inputs and
then focus on learning mesh deformations. Since the shape
of animal heads is homeomorphic to the ball, Pixel2Mesh [9]
is very suitable for modeling the shape space by learning

deformation from a sphere mesh. Unfortunately, it is hard to
generate geometric details. Our work tackles this challenge
by presenting a novel view-surface collaborative mesh de-
coder, which is capable to model not only diverse shapes
but also fine details.

Deep Sketch-based Modeling. Sketch-based modeling
often requires semantic interpretation of freehand sketches.
The technique of CNNs is suitable for this task due to
its powerful ability of high-level feature extraction. In this
context, Nishida et al. [7] trained a CNN-based regression
model to map input sketches to the parameters of pro-
cedural modeling for buildings. They also developed an
interactive system for real-time modeling. Huang et al. [45]
proposed a similar network to infer procedural modeling
of man-made objects. By incorporating a deep regression
model to reason the parameters of 3D face morphable model
from sketch images, a user interface for 3D face modeling is
developed in [8]. However, these methods only work for
the shape categories which can be formulated using a para-
metric representation. To deal with more general shapes, the
work [3] learned an end-to-end network to take a sketch as
input and output its corresponding 3D shapes in a volume-
based representation. Due to both the computational com-
plexity and the high memory cost, their results are usually
of low resolution. An unsupervised learning strategy was
also exploited in [46] for the same task. Most recently, by
using the efficient image-to-image translation methods, Lun
et al. [4] and Li et al. [6] proposed to first transform input
sketches into depth/normal maps and then to fuse them
to form completed 3D models. The difference is [6] only
predicts depth maps from the sketched views, while [4]
produces 12 views given one or two input sketches. To the
best of our knowledge, our work is the first to implement an
end-to-end sketch-to-mesh translation network with deep
learning to support interactive mesh modeling. This choice
is made for two reasons. First, due to their shape diversity,
it is not easy to build a low-dimensional parametric space
for animal-like heads, making a deep regression model hard
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to result in the parameters for accurate modeling. Second, a
large number of view-based depth maps are usually needed
to represent the models we are dealing with, causing a
heavy amount of user interaction or post-processing with
the existing approaches.
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Fig. 3: The proposed modified Pixel2Mesh architecture,
which is used in our first stage for generating a coarse mesh
from input sketches.

3 MESH INFERENCE FROM SKETCHES

Before describing the design of our sketching interface
(Section 5), we introduce our algorithm for sketch-based
mesh inference, which directly converts sketch images in
one or two views to a 3D shape in mesh representation. Note
that although our approach theoretically supports inputting
sketches in multiple arbitrary views, we set the canvases in
only the front view and (left or right) side view because:
1) they are generally sufficient for users to provide the
desired shape information; 2) this setting also better matches
users’ drawing habits. As illustrated in Fig. 2, the proposed
architecture consists of two stages: the method of Pixel2Mesh
is firstly utilized to convert input sketches into a coarse
mesh as initialization; geometric details are then refined
with a proposed view-surface alternating mesh enhancing
mechanism. The details will be explained in the following
subsections.

3.1 Initial Mesh Generation

In the first stage, the algorithm of Pixel2Mesh [9] is borrowed
to covert input sketch images into a coarse mesh. We first
give a brief review of Pixel2Mesh and then explain how to
adapt it to our settings.

Pixel2Mesh. Taking an image I of an object O and a
template mesh M0 (it can be a sphere or an ellipsoid)
as input, Pixel2Mesh tries to learn a mechanism for de-
forming M0 to fit the shape of O. To do so, a coarse-
to-fine pipeline is designed, containing three deformation
blocks with two unpooling layers intersected between them,
as illustrated in Fig. 3. Each deformation block treats the
mesh as a graph and applies a GCNN onto it to learn
vertex-wise displacements. Through subdivision operations,
the unpooling blocks progressively increase the resolution

of the deformable mesh. This coarse-to-fine mechanism
greatly improves the ability to model complicated shapes.
In parallel, a VGG-16 network is used for feature extraction
from I . In each deformation block, vertices on the mesh
are orthogonally projected into the extracted feature maps
of the VGG-16 network in four specific layers (‘conv2-
3’,‘conv3-3’,‘conv4-3’,‘conv5-3’), to capture the target shape
information of O. We recommend the readers to refer to [9]
for the detailed architecture setting. Note that, our model
takes a sphere mesh with 312 vertices as input and outputs
a mesh with 4,962 vertices, which is much denser than the
version in [9] where the output mesh contains 2,466 vertices.
This is because the shape of animal heads usually contains
more geometric details than man-made objects, which are
the focus of [9].

Dual-view Inputs. Single-view input is usually not
enough to determine a 3D shape, while it is hard to draw
consistently for multiple views especially for novices. We
thus take a trade-off by using dual-views, say the front view
and one side (left or right) view. Since the two views are
orthogonal, the inconsistency will produce minor influences
on the mesh inference. When a user inputs both a front-view
sketch Sf and a side-view sketch Ss (either left-side view or
right-side view, please refer to Section 5), we concatenate
Sf and Ss to be a 2-channel image I0 and directly feed it
into the network of Pixel2Mesh. Fig. 3 illustrates the detailed
architecture. It is worth noting that we have also tried an
alternative way to deal with dual-view inputs: two VGG-
16 networks (with weights sharing) were used to extract
features from Sf and Ss independently, which were then
concatenated before projecting onto the mesh. However, we
found this alternative solution did not provide better results
through experimental comparisons.

3.2 View-surface Alternating Mesh Enhancing

Denote the generated mesh from the stage of initial mesh
generation as M1. We found that Pixel2Mesh usually fails
to infer geometric details. To address this issue, we try to
leverage the powerful generation capability of CNNs in
the image domain, and propose a view-surface alternating
mesh enhancing framework, which consists of two cascaded
modules, namely, a view-based detail synthesis network
(VDS-Net for short), and a surface-based detail refinement
network (SDR-Net for short).

3.2.1 View-based Detail Synthesis
As shown in Fig. 2, VDS-Net firstly uses a mesh renderer
to project M1 into three images from the front, left-side,
and right-side perspectives, named as I1f , I1l , and I1r , on
which the high-frequency details are inferred via image-
based generative networks.

Vertex-map Rendering. We first introduce how the mesh
renderer generates vertex maps to form the images. Similar
to the definition of a normal map, a vertex map encodes
the coordinates of the visible mesh vertices into a color-
ful image. Sepcifically, given a mesh M = (V,E), where
V = {vi, i = 1, ..., N} represents the vertex set and E indi-
cates the edge set, a vertex map from a viewpoint c, denoted
as Ic, is calculated: all visible faces are firstly projected onto
a plane, forming a 2D mesh; for each vertex p on it (we
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assume it is the projection of a 3D vertex v = (x, y, z)),
we assign an RGB value (φ(x), φ(y), φ(z)) × 255 (φ is an
operator of normalization, specifically taking x as an exam-
ple, φ(x) = (x− xmin)/(xmax − xmin)) to this location; the
colors of other pixels inside a face are finally interpolated
from the vertices of the associated face using the barycentric
coordinates. Note that there exist other ways to represent
a mesh in a viewpoint, such as depth maps and normal
maps. We select a vertex-map representation because of
its simplicity and capability to support end-to-end training
(please refer to Section 3.3 for the details about why the
vertex-map representation makes this mesh renderer easily
differentiable).

Displacement-map Inference. We then discuss how to
synthesize details over the three images. Our work solves
the problem of detail synthesis on M1 by learning desired
movements for its vertices. For each vertex vi, we need
to infer a displacement vector di. Such displacements de-
fined over the surface can also be represented by three 2D
color-maps (along the x-axis, y-axis, and z-axis), named as
displacement-maps, which can be created in a similar way
to the method for rendering vertex maps. We denote the
resulted color-map images from the front, left-side, and
right-side views as D1

f , D1
l , and D1

r , respectively. In this
manner, the problem becomes how to infer D1

p from I1p ,
where p stands for one of the three viewpoints (i.e., front,
left-side, and right-side). We adopt the commonly used
pix2pix model [14] for this image-to-image translation prob-
lem: a U-Net is used for image translation and a conditional
discriminator is adopted to better generate sharp details.
Note that, the same pix2pix model is utilized for all different
views.

Sketch Assistance. To provide sufficient information of
local details, for each viewpoint p ∈ {f, l, r}, the corre-
sponding sketch Sp is also integrated into the translation
procedure from I1p to D1

p. In particular, we first use a
sequence of conv+pool layers to convert Sp to a feature map,
and then concatenate it to the bottleneck feature of the U-
Net, assisting for detail decoding. It is worth mentioning
that besides a sketch in the front view, our system only
requires either a sketch in the left-side view sl or a sketch in
the right-side view sr. To support sketch assistance for all
views, we simply treat Sl (Sr) the mirror image of Sr (Sl),
which is also helpful to generate a symmetric shape. Note
that we have another option to use only 2 views for detail
enhancement: for example, we can firstly generate only D1

f

and D1
l , and then obtain D1

r as the mirror of D1
l . However,

based on our experiments, directly applying such D1
r to M1

tends to produce severe artifacts. This is mainly because of
the misalignment between the mirror of D1

l and the right-
side ofM1, since Pixel2Mesh usually generates asymmetrical
outputs. We also extend our system for the single-view
sketch input by synthesizing the line drawings of the mesh
generated by single-view Pixel2Mesh module for unavailable
views with the method of Suggestive Contours [47], then
fetch them to VDS-Net.

3.2.2 Surface-based Detail Refinement
After obtaining the displacement maps D1

f , D1
l , and D1

r ,
we back-project them onto M1 to guide the movement of
its vertices for detail generation on the surface. This step

gives rise to a new mesh M̃1 with details enhanced. Due
to the possible projection errors and the inconsistency of
the synthesized details in different views, M̃1 tends to be
not very smooth. A GCNN defined on the mesh is further
trained to eliminate such noise and also help to refine the
generated geometric details.

Displacement Unprojection. We perform the unpro-
jection by projecting each vertex onto the 3 displacement
maps to obtain the corresponding displacement vectors.
Some vertices might be seen from more than one view,
resulting in more than one displacement vector. We simply
average them to form the final movements. Specifically, for
each vertex v1 of M1, we project it to D1

f , D1
l , D1

r and
respectively get the corresponding color values, which are
directly converted to 3D displacement vectors d1

f , d1
l , d1

r . If
the projected point in view p lies outside the valid region of
D1

p, we set cp = 0 (cp is a binary variable that indicates if p
lies inside the valid region) and reset d1

p = 0; otherwise,
we set cp = 1. Then, we add the average displacement
vector d1 = (d1

f + d1
l + d1

r)/(cf + cl + cr) to v1, obtaining

ṽ1 = v1 + d1. This thus forms M̃1.
GCNN-based Refinement. We consider M̃1 as a graph

and train a GCNN. It takes vertex coordinates of M̃1 as
input signals over the graph nodes and uses 12 graph-conv
layers to extract vertex-wise features, which are followed
by a regression layer and converted to 3D vertex-wise
displacements. By adding the generated displacements onto
M̃1 , we obtain a smoother mesh M2. Using the ground-
truth models as the supervision to train this GCNN not only
reduces the noise but also enhances details.

Sketch Assistance. To take full advantage of the input
sketches, the extracted VGG-features of them are also inte-
grated into the GCNN-based refinement network, further
providing desired detail information. To achieve this goal,
we directly project the feature map of ‘conv5-3’ to the second
graph-conv layer.

3.2.3 Cascaded Mechanism for Further Enhancement
Note that our view-based and surface-based detail synthe-
sis methods are both based on the input, this mechanism
supports incremental learning naturally. Inspired by the
algorithm of [48], we propose two cascaded refinement
strategies to further improve the results.

Cascaded Displacement Inference. The first strategy
adopted in the task is translating I1p to D1

p. We modify
the generative network of the pix2pix model to perform
in a cascaded manner: the output of the U-Net is directly
concatenated to I1p , followed by another U-Net to generate
D1

p. This procedure is conducted repeatedly. In our imple-
mentation, we use two cascaded U-Nets since it performs
better than a single U-Net and obtains similar results to
three U-Nets, based on our experiments.

Cascaded Detail Inference and Refinement. We con-
nect the modules of VDS-Net and SDR-Net in a cascaded
way and perform them repeatedly. In particular, a VDS-Net
converts the initially generated M1 to M̃1, which is then
mapped to M2 by a SDR-Net. After that, another VDS-
Net can be utilized to translate M2 to M̃2, which is used
as input to another SDR-Net to get M3. Our experiments
show that adopting two iterations strikes a good balance
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Fig. 4: Some sampled models in five sampled animal cate-
gories, in our dataset, are shown.

between quality and efficiency. M3 is the final output of our
implementation.

3.3 End-to-End Training
Our framework is finally formed as: Pixel2Mesh → VDS-
Net→ SDR-Net→ VDS-Net→ SDR-Net. In this section, we
discuss how to train the entire network.

Differentiable Renderer. The key process to guarantee
end-to-end training is to design a differentiable layer to
project a triangle mesh M to be a vertex-map I , establish-
ing the correspondence between M and I . Then, the loss
back-propagation is automatically accomplished using the
automatic differentiation library, e.g., TensorFlow. In our
setting, the value of a pixel p ∈ I is the coordinate which
can be calculated by a linear combination of the vertices
of the corresponding face of M . Therefore, the loss can
be easily back-propagated passing through this projection
layer, given the known projection matrix (one of the front,
left-side, or right-side).

Training Procedure. In Section 4, we will describe the
details of how to prepare a dataset of meshes for training
and a method to generate input sketches Sf and Ss (Sl

and Sr are randomly synthesized when generating training
samples) for each mesh Mg . Our whole network takes input
sketches and tries to deform a template mesh to fit Mg . The
training is conducted in the following steps:

1) We first train Pixel2Mesh separately, which takes Sf

and Ss as input and outputs a coarse mesh M1. The loss
functions are the same as [9], including Chamfer distance
(CD) loss measuring the closeness of the output mesh to the
ground-truth mesh Mg , normal loss ensuring local orienta-
tion consistency between the output and the ground-truth,
Laplacian loss encouraging the smoothness of the output,
and finally, edge length loss penalizing the flying vertices.

2) The first VDS-Net, which takes I1p as input and outputs
D1

p, is also trained separately. We use the L1 loss to measure
the closeness of D1

p with the ground-truth displacement
map Dg

p , and cGAN [14] loss to make the output map as

sharp as possible. To support the training, we generate the
paired data (I1p , D

g
p) as follows: For each training sample,

the trained Pixel2Mesh is first applied to generate M1,
which is then directly rendered into three views, produc-
ing I1p , p ∈ {f, l, r}. After that, the popular ICP strategy
is used to register M1 to Mg . This builds a vertex-wise
correspondence map, with which each vertex on M1 can
easily get a 3D displacement vector to reach Mg . Dg

p can
thus be projected from the displacement field.

3) For each training sample, we use the trained VDS-Net
to convert M1 to be M̃1. Then, the paired data (M̃1,Mg)
are used to train SDR-Net and obtain M2, where all of the
four loss functions in Step 1 are used.

4) Finally, we concatenate all sub-networks in a complete
one and fine-tune them in an end-to-end manner. Before
fine-tuning, we first copy the parameters of Pixel2Mesh, the
first VDS-Net and SDR-Net from their pre-trained models,
and directly set the parameters of the second VDS-Net and
SDR-Net as the same as those of the first VDS-Net and SDR-
Net, respectively.

4 DATASET CONSTRUCTION

To support the training of our network, we built a dataset of
3D animal heads and their corresponding 2D sketches. The
procedure is described in the following subsections.

4.1 3D Model Collection

We first collected 3D animal models, not restricted to heads,
from the Internet. Due to the limited categories of the pub-
licly available animal models, we also recruited two artists
to design uncommon animal heads. Finally, we obtained 220
models in 19 categories, including cat, dog, rabbit, camel,
etc.

Mesh Reconstruction. The models collected from the
Internet are usually of non-manifold structures. Moreover,
they often involve undesired internal structures. To obtain
the shell of a mesh, we process it in four steps: 1) we
render the model into multi-view depth maps (20 views
used); 2) the depth maps are fused to form a point cloud;
3) a mesh is reconstructed using the method of Poisson
mesh reconstruction [49]; 4) a skilled artist is recruited to
clean the reconstructed model by removing artifacts and
enhancing feature regions, such as eyes, mouths, noses, and
ears. Finally, we obtain a closed manifold mesh.

Head Cut and Alignment. For each model with a full-
body, we cut its head manually along the neck and complete
it to be a closed mesh. After that, all meshes are further
aligned manually to have a consistent scale and orientation.
Fig. 4 shows several models in sampled categories (all the
category names are listed in the supplemental material,
where some sampled models for each category are also
shown).

4.2 Mesh Augmentation

To improve the generalization ability of our method, we
increase the models’ diversity for data augmentation using
the following three approaches.
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(a) (b) (e)(d)(c) (f)

Fig. 5: Mesh augmentation. (a) two sampled meshes; (b)(c)
after surface-domain deformations with two random Lapla-
cian scaling; (d)(e) two further random space-domain de-
formations applied to the meshes in (b)(c). (f) shows two
resulted models by first interpolating the two models in
(a) randomly and then perform a random surface-domain
deformation followed by a random space-domain deforma-
tion.

(a) (b) (c)

Fig. 6: Given a model, we collect its sketches by (a) Canny
edge detection; (b) suggestive contour rendering; and (c)
human drawing.

Surface-domain Deformation. Inspired by the method
used in [8], we firstly perform surface-domain deforma-
tion using mesh exaggeration techniques as follows. The
Laplacian of the i-th vertex vi on a mesh can be defined
as Lapi =

∑
j∈N(i) wij ||vi − vj ||22, where wij follows the

well-known cotangent weight formula [50]. Thus, the exag-
geration can be carried out randomly by applying a random
scaling value on all Lapi and obtaining the scaled Lapla-
cians, from which the deformed mesh can be recovered
by solving a sparse linear equation system. We perform 7
times of random deformation per model, then extend the
220 models to 1,760 ones.

Space-domain Deformation. To further increase the
model diversity of the dataset, for each mesh from the 1,760
ones, we perform 4 extra random deformations in the space
domain by using the t-FFD approach [51]. 8,800 meshes are
finally obtained. The results after surface-domain and space-
domain deformations on two sampled meshes are shown in
Fig. 5(b-e).

Model Interpolation. As seen, our collected models
are of extremely diverse shapes, making the established
space sparse and hyper non-uniform. This greatly limits the
generalization capability of the trained model. To address
this issue, we further augment our dataset by interpolating
the models. This is conducted in three steps: 1) for each
model from the 220 animal heads, we manually annotate 7
landmark positions: left and right ear tips, left and right eye
centers, nose tip, upper and lower lip mid-point (please refer
to the supplemental material for the illustration); 2) based
on the labeled landmarks, the algorithm of [52] is exploited
to build dense correspondences for all the 220 models; 3)

8,000 paired models are then randomly selected. For each
pair, one model is created by firstly applying a random
interpolation and then performing a random surface-based
deformation followed by a space-domain deformation. Two
sampled interpolated models are shown in Fig. 5(f). Finally,
16,800 models are obtained.

4.3 Sketch Collection
For each mesh in the dataset, we synthesize its sketches on
both front and side views (including left-side and right-side)
for building sketch-mesh pairs.

Sketch Synthesis. Given a mesh, we firstly render its line
drawings under specific viewpoints using the method of
Suggestive Contours [47]. To increase the diversity, another
rendering technique is also adopted: the shading map is
firstly rendered and then Canny edges [53] are extracted
as the sketches.

Hand-drawn Sketches. We also recruited 3 artists to
draw the sketches for 1,200 randomly selected meshes in
an image-tracing setup. For each model, both front-view
and side-view (left or right is randomly chosen by the
artist) drawings were created. It is worth mentioning that,
as these hand-drawn sketches in different views are usually
inconsistent. Training with them can improve the robustness
of our network. Fig. 6 shows both the synthetic sketches and
hand-drawn sketches for a sampled mesh in two views.

5 USER INTERFACE

In this section, we introduce the design and implementa-
tion of our user interface. A two-stage sketching mode is
designed for coarse-to-fine modeling. Both a mouse and a
graphics tablet are allowed for sketching inputs, while a pen
tablet is highly preferred for its input accuracy. Fig. 7 shows
a complete modeling sequence for a representative example.
Please also refer to the attached video for the demonstration
of the interaction procedure, where a novice user, who has
little painting experiences and is also unfamiliar with our
system, is invited to conduct the sketching.

5.1 Sketching on View
To start with, our system provides two empty canvases:
one for front-view sketching and the other for side-view
sketching. As illustrated in Fig. 7, the front view of an
animal head stands for the perspective of its front face and
the side view can be used for either the left-side or right-side
viewpoint. We trained two models: single-view and dual-
view shape inference. Our system automatically chooses the
right trained model according to the canvas(es) the user is
interacting with.

Single-view Sketching. Users can choose either canvas
to start the drawing. Both drawing and erasing operations
are allowed and can be performed in an arbitrary order.
After each operation, the shape is instantly updated and
displayed on the 3D view panel. When drawing on the side-
view canvas, as shown in Fig. 7, either left-side sketching or
right-side sketching is allowed.

Dual-view Sketching. Usually, single-view drawing is
not enough to faithfully depict a target shape. Our system
provides the dual-view sketching mode, where the user
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sketching on view

(a) (b)

(c)

sketching on surface

Fig. 7: Using our interactive sketching system, the user firstly sketches on the front-view canvas and then the side-view
canvas, where the predicted 3D shape is updated and displayed in real-time. After that, sketching on the surface is also
allowed for direct mesh manipulation. Three manipulation operations are provided: (a) editing with curve-handles; (b)
editing with vertex-handles; (c) surface sculpting.

(a) (b) (c)

Fig. 8: (a) We define several curve handles on a template
model; (b) During sketching procedure, once a mesh is
inferred, the curve handles are simultaneously provided;
(c) The pre-calculated curve handles will be automatically
tuned, by snapping onto high curvature lines.

can draw on both the front- and side-view canvases. To
avoid potential conflicts between two different views, an
alternative 2D line drawing of the synthesized 3D model can
be rendered with the Suggestive Contour method [47] in the
new view before canvas switching. This is only performed
for the first-time switching, to avoid the conflict between the
synthesized sketches and the existing ones when the user
moves back to the previous drawing canvas. Therefore, the
user only needs to make changes in the rendered drawing.
Note that the left-view is set as default for side-view sketch-
ing. When users wish to draw in the right view, they need
to press a shortcut-key to signal an explicit view change.
This is because the VDS-Net requires the view information
for conducting projection. In this mode, the 3D shape is
updated according to both two input sketches.

5.2 Sketching on Surface
To increase the controllability of the target shape for users,
our system also provides extra sketching tools for directly
manipulating the surface. Two tools are provided: handle-
based editing and brush-based sculpting.

5.2.1 Handle-based Editing
Similar to [2], when performing handle-based editing in our
system, users firstly select a vertex-handle or curve-handle
together with a region-of-interest (ROI), then deform the
surface inside the ROI by moving the handle.

Editing by Vertex-handles. Our interface allows the user
to select a vertex-handle by a mouse click and perform
editing in a drag-and-drop fashion. The ROI is determined

with a geodesic disk centered at the picked vertex, where
the radius has a default value and can be fine-tuned by the
user.

Editing by Curve-handles. Before editing the surface
geometry with a curve-handle, users need to specify a curve
on the 3D surface. To do so, users are asked to firstly pick a
view and then directly draw a curve on the 2D screen. Our
system then automatically locates the curve on the surface
by intersecting with the overlapped triangles. Note that, as
in [2], this will result in some new vertices and produce
a new meshing. We provide two ways for manipulating,
thus the user can 1) directly drag one of the vertices on the
curve to define the deformation, the same as [2]; 2) pick an
appropriate view and draw a new curve to define the target
position for the vertices on the curve-handle, similar to [8].
Our system also gives a default setting for determining the
ROI region of a curve-handle, which is also allowed to be
tuned.

Predefined Curve-handles. Practically, users tend to
pick some feature lines of an animal head as the curve-
handles, such as ear contours. However, manually select-
ing these 3D curves usually requires careful and time-
consuming interactions. To alleviate users’ loads, our system
provides some predefined curve-handles together with the
generated 3D model, as illustrated in Fig. 8. The key issue to
implement this function is how to infer topology-consistent
meshes for different sketch inputs, that is, the vertices on the
same semantic feature lines should share mesh-ids across
different models. Thus, we fine-tune our model: 1) pick one
of the resulted meshes of our trained network in the training
dataset and annotate the 7 landmark vertices (as in Sec. 4.2);
2) fine-tune the mesh inference network with an extra loss
function, to constrain the landmark vertices of the gener-
ated mesh targeting the labeled ones on the ground-truth
surfaces. Although such a fine-tuning operation produces
more consistent topology, the pre-calculated handles are still
not accurate, as shown in Fig. 8(b). We further optimize
the curves by snapping them onto high curvature regions,
to better match sharp feature lines. Besides, our system
provides a tool for users to directly modify the position of
pre-calculated curve-handles.

Real-time Editing. After determining the vertex-handles
or curve-handles and their ROI regions, a Laplacian matrix
is constructed and pre-decomposed for further real-time
editing, as implemented in [55].
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(a)

(d)

(h)

(k)

(b)

(e)

(i)

(l)

(c)

(f)

(j)

(m)

Fig. 9: Gallery results of our proposed sketching system. The models (a)-(f) are created by amateur users, who have no
modeling experience but own good drawing skills, using only the mode of sketching on views, without post-manipulation.
Specifically, for the dual-view sketching, the users could choose to render the other view of a 3D model synthesized based
on the sketch in one view to assist the drawing. On average, around 3 minutes were need to create each model. The models
(h)-(m) are produced by a user who is familiar with our system. Both sketching on views and sketching on surface are
used. It took around 10 minutes to design each model on average. For reference, we provide the models (in the dotted
boxes) immediately inferred by our network.

Fig. 10: We test the proposed mesh inference algorithm on
freeform sketches drawn by a child to further demonstrate
its generalization capability. The left two cases are generated
with single-view input, while the right ones are inferred
from dual-view sketches.

5.2.2 Brush-based Sculpting

Borrowing from [56], our system also provides both ex-
trusion and engraving brushes for surface sculpting. To
avoid artifacts, a subdivision is performed online for the
ROI region when applying these brushes on the surface.
The method of [57] is adopted for subdivision. A brush for
smoothing is also provided.

(a) (b) (c)

(d) (e) (f)

Fig. 11: The evaluation of our method for single-view inputs
with the Sketchy database [54]. The results are sampled from
the categories of (a) mouse, (b) bear, (c) cat, (d) pig, (e) lion,
and (f) sheep.

6 RESULTS AND EVALUATION

Our sketching system has been fully implemented on a
PC supporting both mouse and pen inputs. We used Ten-
sorFlow to train and test our mesh inference network.
Specifically, we trained the whole model for 50 epochs with
a learning rate of 10−4, which took around 2 days. 90%
sketch-mesh pairs are utilized as the training set and the
remaining for testing. Each forward of the mesh generator
takes 70 ms on average on a 3.6GHz Intel processor with a
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Fig. 12: Visual comparisons on shape inference with single-
or dual-view sketches. For each model, two views are
shown. The models in the left-side are generated by single-
view sketches inside the dotted box, while the models in the
right-side are inferred with dual-view sketches.

Fig. 13: Six amateur users were invited to conduct modeling
using both the Fibermesh and our system, for comparison.
Each user was given a referenced image and asked to create
a similar shape. For each user, the created model with
Fibermesh is shown in the left-side while the one created
using our system is displayed in the right-side. The drawn
dual-view sketches when using our system are also shown.

GeForce TITAN Xp GPU. In the mode of sketching on the
surface, each deformation operation costs on average 50 ms,
supporting real-time editing.

6.1 Qualitative Results

Results Gallery. The first two rows in Fig. 9 show several
representative results of our sketch-based mesh inference
algorithm. For each example, we show the input sketch(es)
and the resulting 3D model in two viewpoints. Some of the
examples required only single-view sketches as input, while
the others take dual-view sketches as input. It shows that
the inferred 3D shapes all resemble the input sketches well.
More modeling results of 3D animal-like heads are shown
in the bottom two rows, where sketching on the surface is
utilized for mesh manipulation. As seen, our system allows
the creation of the models with diverse shapes. It took
around 3 minutes on average for creating one model of the
first two rows, and 10 minutes on average for one model of
the last two rows.

Single-view VS. Dual-view. In Fig. 12 we use two
examples to show the results of our model inference, from
single-view and dual-view sketches. For each example, the
models inferred from one of the two sketches and both of
them are shown. As expected, dual-view sketching is better
for users to control the target shapes.

Modeling Capability for Freeform Sketches. To fur-
ther demonstrate the generalization capability of our pro-
posed mesh inference model, we test it on several freeform
sketches that are drawn by a 5-year old child with sev-
eral months of painting experiences. Fig. 10 shows four
examples where two views are displayed per model and
the corresponding sketches are also given. The left two
cases are generated with single-view inputs, while the right
ones are inferred from dual-view sketches. Since there is no
notable sketch database for animal heads, we compromise to
evaluate our algorithm on the Sketchy database [54], which
is the first large-scale collection of sketch-photo pairs and
contains human drawings of various animal categories. The
sketches involving only head content are selected for our
single-view modeling. Fig. 11 shows several representative
results. As seen, evenly the line drawings are very casual,
the generated models still show reasonable matches with
the shape of given sketches.

6.2 Comparisons

We conducted comparisons between our proposed system
and state-of-the-art techniques in the following two aspects.

6.2.1 Comparisons on Sketching Interfaces
There exist several systems which are potentially alterna-
tives for modeling animal-like heads. We broadly divide
them into three categories based on their user interaction
to create 3D models: 1) directly sketching 3D curves on a
model surface to control its geometry, such as the operation
of FiberMesh [2]; 2) first sketching elaborate patch bound-
aries and strokes representing the major bending directions,
and then generating a curvature field that conforms to the
user strokes for the subsequent freeform surface deriva-
tion [26]; 3) more freeform sketches are allowed to infer
the 3D geometry of various representations (e.g., voxel,
depth map, normal map, implicit field, and mesh), some-
times followed by necessary post-processing to optimize
the shapes [4], [6]. Our proposed system falls into the third
category. However, most of these systems are not available
to the public, including [4], [6], [26]. Since the interaction
of the systems in the third category is similar and the
evaluation of the corresponding methods will be discussed
in the following section, we finally choose FiberMesh [2] as
the baseline for the comparison. Moreover, we also conduct
an informal comparison with ZBrush2, which is a general-
purpose commercial application for creating detailed 3D
models.

We acknowledge that both FiberMesh and ZBrush are
more general (beyond animal-like heads) than SAniHead.
We are interested in exploring our tool specialized for
animal-like heads is more powerful for novice users to
model shapes in this category than FiberMesh or ZBrush.

Comparison with FiberMesh. Six users were invited to
do the evaluation. Two of them had good drawing skills,
while others with limited training in drawing. They neither
were from a 2D/3D graphics background, nor had any
modeling experience. Each participant was asked to use the
two systems (i.e., FiberMesh and SAniHead) on a specific

2. https://pixologic.com/
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(a) (b) (c) (d) (e) (f) (g) (h) (i)

Fig. 14: Qualitative comparisons on our method and existing deepnet-based approaches, given the same dual-view sketches
as input. (a) sketch-based shape retrieval [28]; (b) 3dR2N2 [34] (in 643); (c)OGN [37] (in 643); (d)MVRN [4]; (e)DeepSDF
[58]; (f) AtlasNet [44]; (g) Pixel2Mesh [9]; (h) Ours and (i) Ground truth. For the last two rows, there is no ground truth
for the given hand-drawn sketches.

2min 3min 6min 8min 0min 3min

3min 4min 7min 9min 0min 3min

Fig. 15: The models (l) and (m) in Fig. 9 were shown to
a skilled ZBrush artist, who was invited to create similar
shapes from a sphere using ZBrush. The whole process
was recorded. Four pivotal snapshots are shown in the left
column with time consumption. We further asked him to
reproduce them by adding geometry details to the results
generated by Pixel2Mesh (shown in the right column) to
compare with the synthesis details of our network (shown
in Fig. 9).

computer that had been set up ahead. The participant
should first randomly choose a system, and then received
a tutorial about how to use the chosen system. This took
around 20 minutes. Afterward, we randomly provided the
participant with an image of an animal head for reference
and asked him/her to create a similar 3D model. When the
participant completed the modeling, we invited him/her
to finish a brief questionnaire to get their feedback on the
user experience and modeling difficulty. After a short break,
the participant went through the evaluation of the other

system with the same procedure except that the reference
image was the one given in the first system. This modeling
session for each system was terminated after 20 minutes
or earlier if the participant was satisfied with the results.
The created models using the two different systems are
shown in Fig. 13. The input sketches of our system were
all dual-view in this evaluation. It can be seen obviously
that the models created using our system are visually better
and exhibit more animal-style details. All of the partici-
pants gave positive feedback on our system, and they had
a better user experience for our system than FiberMesh.
They commented that our system was smarter by quickly
generating an animal-like shape that better resembled the
drawn sketches. On average it took only 5 minutes (on
average, 4 minutes for sketching on two views and 1 minute
for sketching on the surface) for them to obtain a satisfying
result using our system, while they often ran out of the time
when using FiberMesh. We found the novices preferred to
draw 2D sketches than to edit 3D surfaces. Half of them
even did not utilize the tools to revise the models. This
discovery also confirms that directly 3D modeling is not
easy to grasp for amateurs.

Comparison with ZBrush. A skilled artist was recruited,
who had eight years of drawing experience and around five
years of modeling experience using ZBrush. He was given
two reference models and asked to use ZBrush to model
similar shapes. The modeling procedure was recorded.
Specifically, the models (l) and (m) in Fig. 9 were used as
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the reference shapes, both of which were obtained within 12
minutes (around 4 minutes for sketching on the views and 8
minutes for sketching on the surface) with our system by an
amateur user with little training in modeling. We provided
the front and side rendering images of the models to the
artist. It took above 8 minutes for him to achieve a satisfying
result on average. The left column of Fig. 15 shows the
representative results during the process. Then, we invited
him to reproduce the semblable shapes from the output of
Pixel2Mesh by adding geometry details, which costed him
around 3 minutes. Note that ZBrush is designed for pro-
fessionals with 3D modeling skills or graphics knowledge,
while our system can be easily used by novices. Our system
makes amateurs create an impressive model using almost
the same time compared with artists.

Method Retrieval 3dR2N2 OGN MV RN DeepSDF AtlasNet P ixel2Mesh Ours

CD(×10−3) 3.114 2.857 7.262 3.102 2.403 1.533 0.9602 0.8173

Users’ Eva 27.47% 3.33% 0.40% 0.27% 6.00% 0.67% 1.73% 60.13%

TABLE 1: Quantitative comparisons on sketch-based mesh
inference. The first row reports the CD metric evaluation
(the lower the better) while the second row shows the voting
percentage from 50 users for the best results.

(a) (b) (c)

Fig. 16: Qualitative comparisons between our approach and
a parametric-based method, which first uses PCA to build
a parametric space and then uses a trained deep regression
model to map input sketches to a set of parameters. (a), (b),
and (c) are the results by using the parametric spaces with
dimensions = 100, 200, and 300, respectively. Please refer
to the corresponding results by our method in Fig. 14. A
consistent parametric space is hard to establish and regress
since the rich data diversity.

6.2.2 Comparisons on Mesh Inference
In this section, we evaluate and compare our method with
the existing approaches that can generate a mesh from an
input sketch.

Comparisons with Deepnet-based Methods. Many ex-
isting deep network designs could be utilized to build
the mapping from 2D sketches to the corresponding 3D
shapes of animal heads. We chose the methods of [34]
(denoted as 3dR2N2), [37] (denoted as OGN ), [4] (denoted
as MVRN ), [58] (denoted as DeepSDF ), [44] (denoted as
AtlasNet) and [9] (Pixel2Mesh) for comparisons, because
of their publicly available implementations and representa-
tiveness. We further adopted a sketch-based shape retrieval

(a) (b) (c)

Fig. 17: Comparison between our method (c) with sketch-
based shape retrieval [28] for novel sketch inputs. Given
dual-view sketches, top-2 retrieved results are shown in (a)
and (b).

method [28] to search for the closest shapes from the training
data as a reference. For a fair comparison, the outputs of
these methods were all converted to a mesh representa-
tion. The Marching Cube technique [59] was used with a
threshold of 0.4 provided in [34] for mesh conversion from
the output occupancy probabilities of 3dR2N2 and OGN ,
whose resolutions were both in 643. The zero-isosurfaces of
DeepSDF generation in 643 were also extracted with the
Marching Cube technique. All the networks were trained
using dual-view inputs (i.e., the front view and left-side
view sketches), by taking the same training and testing data.
We evaluate the averaged CD metric for these methods and
report the results in Table 1. The visual comparisons are
shown in Fig. 14. Although the retrieval-based method [28]
searches similar shapes for the input sketches, their mor-
phologies are always different from the ground truth. It also
fails when the underlying models of the input sketches are
far from any model in the database. More visual results
are illustrated in Fig. 17. OGN and MVRN are pretty
difficult to train, leading to the unsatisfactory generation.
3dR2N2, AtlasNet, and Pixel2Mesh can produce gener-
ally satisfactory results but fail to capture geometry details
of animal heads. Even the recent implicit representation
learning method, such as DeepSDF , still produces kind of
smooth shapes and suffers from topological artifacts when
the structure is thin (e.g., in the horn regions), due to the
fact that extracting global features from the input sketches
would lose detail information for reconstruction. Note that
the mesh results of 3dR2N2, OGN , and DeepSDF contain
more than 10,000 vertices in our experiments, while ours
are with only 4,962 vertices. Our method led to much
better results, both qualitatively and quantitatively. The CD
metric is usually not sufficient to evaluate the output quality,
especially for synthesized details. We thus conducted an
extra user study (please refer to supplemental material for
details). We randomly selected 15 examples and invited 50
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(a) (b) (c) (d) (e) (f) (g) (h)

Fig. 18: Qualitative ablation analysis on our network design. (a)-(h) correspond to Table 2.

subjects to evaluate the visual quality of the results by the
compared methods. Specifically, for each example, given
input sketches and the corresponding results synthesized
with different methods, each participant was asked to pick
a result that best resembles the input sketches. The voting
percentages are reported in Table 1, from which we can see
that the results by our method were highly preferred by the
participants.

Comparison with Parametric-based Method. Another
straightforward solution is to firstly build a parametric
space for animal-like head models and then train a deep-
regression model to map sketches into a set of parameters,
as similarly done in [8]. We thus firstly built the dense corre-
spondences across all the models, using the approach men-
tioned in the part of ”model interpolation” in Section 4.2.
After that, the method of [60] was exploited to construct the
parametric space. Three spaces with different dimensions,
i.e., 100-d, 200-d, and 300-d, were finally built. We separately
trained the deep regression models for them, which are
denoted asDeepReg100,DeepReg200, andDeepReg300. The
evaluated CD metric for these inference models are 63.2,
62.4, and 61.0 respectively (all with 10−3) (Please refer to
Table 1 for the CD value of our method), while the visual
comparisons of two sampled examples are shown in Fig. 16.
As seen, the results of parametric-based methods are far
from satisfactory. The reasons are two-fold: 1) due to the
complexity and diversity of the studied shape space, it is
difficult to build a low-dimensional parametric space; 2)
regressing many parameters is inherently a very challenging
task.

Comparison with Sketch-based Retrieval. We have
compared our approach with the method of [28] in the
previous subsection. Fig. 17 shows the visual comparisons
for the inputs of more novel dual-view sketches, where the
top-2 retrieved models are shown. As seen, the results by
our approach better resembles the input sketches due to its
better generalization ability.

6.3 Ablation Study on Network Architecture
Our network design has many options. In this section, we
conducted an ablation study to evaluate their effects. Specif-
ically, 7 alternative architectures were evaluated: (a) w/o
view-surface alternating mesh enhancing, which was our
baseline, i.e., only with Pixel2Mesh; (b) w/o surface-based
detail refinement, i.e., only applying Pixel2Mesh+VDS-Net;
(c) w/o end-to-end training, i.e., simply concatenating the
pre-trained sub-networks together; (d) w/o sketch guidance

w/o phases (a) (b) (c) (d) (e) (f) (g) (h)

CD(×10−3) 0.9602 0.8331 0.8330 0.9245 0.8362 0.8371 0.8302 0.8173

TABLE 2: The evaluated CD metric on our testing dataset
for 7 alternative network designs. The smaller the better. (a)
w/o the stage of view-surface alternative mesh enhancing
(i.e., using Pixel2Mesh only); (b) w/o surface-based detail
refinement; (c) w/o end-to-end training; (d) w/o sketch
guidance for in VDS-Net; (e) w/o sketch guidance in SDR-
Net; (f) w/o cascaded mechanism for displacement infer-
ence; (g) w/o cascaded mechanism for VDS-Net+SDR-Net;
(h) our whole architecture.

in VDS-Net; (e) w/o sketch guidance in SDR-Net; (f) w/o the
cascaded mechanism for displacement inference; (g) w/o
the cascaded mechanism for VDS-Net+SDR-Net. Table 2 re-
ports the CD evaluation for these alternative designs. Fig. 14
shows the qualitative results of two sampled examples by
the alternative methods. As seen, our final design produces
the best results.

7 CONCLUSION AND LIMITATIONS

In this paper, we have presented an easy-to-use sketching
system for modeling 3D animal-like character heads. Our
user interface allows users to sketch on either single-view
(front-view or side-view) or dual-view canvas for initial
modeling and sketch on the surface for more detailed ma-
nipulation in real-time. Built upon Pixel2Mesh, an end-
to-end mesh inference network is trained to map input
sketches to a clean mesh. Our method based on a novel
view-surface alternating mesh enhancing network synthe-
sizes geometry details very well. Both qualitative and quan-
titative comparisons show the superiority of our method
over state-of-the-art techniques and alternative solutions.
The user evaluations also verify the usability of our inter-
face.

Fig. 19: The limitation of our system to model complex
shapes. As shown, the horns of the deer and the open mouth
of the hippo cannot be reconstructed correctly.
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Limitations and Further Works. Our system still suffers
from several limitations, which are left as future works.
First, the output meshes still lack fancy geometric details,
compared with the ground truth. This might be improved
by designing a more efficient feature extraction layer on a
mesh, rather than graph convolutions. More effective sur-
face metrics for details, e.g., [61], are also worth studying in
the future. Second, our current system lacks details control-
lability in the mode of “Sketching on View”. For example,
it is not allowed to do asymmetric details enhancement.
If the users are unsatisfied with the automatically inferred
geometric details, they are only allowed to do the tuning
in the mode of “Sketching on Surface”. Third, this work
has focused on head modeling only. It might be interesting
to make an extension to full-body animals, where the pose
modeling needs to be considered. Fourth, as illustrated in
Fig. 19, using our system 1) is very hard to create shapes
with thin structures (the left example) due to the modeling
capability of deformation-based methods; 2) tends to pro-
duce artifacts when the shape is far from the models in our
dataset (the right example) due to the limited generalization
ability of our mesh inference algorithm.
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